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Abstract

To quantify the performance abilities of existing or proposed navigation systems, the

U.S. Air Force has for the last several years compared the performance of the system under

test to the performance of a baaeline navigation system known as the Completely Integrated

Reference Instrumentation System (CIRIS). CIRIS obtains a highly accurate navigation

solution by cornblnln,, ýAe output from three major subsystems: inertial navigation Sys.

tern (INS) lnformati,-, btArometric altitude information, and range and range-rate data

from ground transponders which have been precisely surveyed. Although the navigation

solution produced by CIRIS is highly accurate, It will soon be inadequate as the standard

against which future navigation systems car be tested. This research proposes an alterna-

tive to CIRIS . a hybrid Navigation Reference System (NRS) which is designed to take

advantage of a newer INS (the LN-93), certain features of the current CIRlS, and certain

features of the Global Positioning System (GPM), Analysis is conducted using a Kalman

filter development package known as the Multinodel Simulation for Optimal Filter Eval-

uation (MSOFE), Both a large order truih model for tile NRS (in which a full 24 satellite

constellation is modeled) and a full-order Kalman filter are developed, Results suggest

that the proposed NRS (with CPS aiding) provides a significantly improved navigation

solution as compared to CI2RS.
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A NAVIGATION REFERENCE SYSTEM (NRS) USING

GLOBAL POSITIONING SYSTEM (GPS)

AND TRANSPONDER AIDING

I. Introduction

This thesis constitutes an extension of previous work In which the goal haN been to

design, Implement, and analyse an Improved Kalman filter for the Completely Integrated

Reference Instrumentation System (CIRIS). Developed at the Central Inertial Guidance

Test Facility (CIGTF), Holloman AFB, NM, CIRIS functions as a high fidelity navigation

system standard or reference against which various INS mechanizations are tested.

1,1 Background

In order to quantify the accuracy of existing or proposed navigation systems, it IN

necessary to compare the navigation solution of the system under test to the solution pro.

duced by a reference system such as CIRIS [17, 18] . Additionally, the reference system

must be at least an order of magnitude more acvurate when compared to the navigation

systems which are currently tested at CIGTF, as well as those which will be tested there

in the near future [17, 28]. CIlIS has served as the high quality navigation system test

standard since becoming operational in 1975, However, due to expected improvements

in future navigation systems, CItIS may no longer be adequate as a navigation system

standard. Consequently, incorporation of Global Positioning System (GPS) aiding to lii-

prove the CIiUS navigation solution is being pursued. It Is believed that GPS alding will

Improve the navigation solution accuracy well be3,i,•d the accuracy which Is ,btained by

the current Implementation of CIRIS [18, 32, 331.

Plans ei;ist at CIGTF to Implement an upgraded system (similar to CIRlS) which is

called the Auvanced Reference System (AILS). TFi Alt.S is designed to function in much

the same way that CIRIS currently does, but is nimplemented with a state-of-the-art Inertial

navigation system (INS) and Is aided by OPS, One candidate INS being considered for use
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It the ARS Is the "strap-down" Litton LN-03 [171. The accuracy and reliability of Ihe ring

laser gyro (RLG) Inertial systems, such as the LN-93, make them better candidates for

use In ARS than the older LN-39 girnbaled INS which is used in CIUIS. The newer INS,

along with the addition of GPS aiding, will ensure that ARS Is a more reliable test stan-

dard against which future navigation systems may be tested, However, the performance

specifications of ARS remain unchanged with the exception of some improvement in the

vertical channel,

1.2 Problem Statement

In order to accommodate future INS testing requirements, a reference system of much

higher accuracy is required, Such accuracy may he obtained with a properly Integrated

system including INS, GPS, and existing transponders. A fundamental first step in this

process Is the development of a truth model and a full--order extended Kalman filter which

Incorporates the LN-93 INS system model, transponder aiding (as implemented In CIRIS),

and GPS aiding, must be designed, implemented, and analyzed [17, 18). The truth model

proposed In this thesis is called the Navigation Reference System (NUS),

1.3 Summary of Applicable Previous Research

Although a substantial body of knowledge exists with respect to the GPS-INS inte-

gration problem, published research which relates specifically to GPS-CIRIS or GPS-AIRS

integration Is limited. Only Solomon's research specifically relates to GPS-CIRIS integra-

tion [32, 33]. Other research which is relevant to this thesis Includes the CIHIS research

performed by Snodgrass (31] and a group project completed by students In the AFIT nav-

igation sequence in which the LN-93 INS error model is used in an INS-C.PS integration

problem [111,

1.1.3 GPS-INS Integration, Cunningham addressed the problem of the "filter-.

driving-filter" instability which can occur when two systems (INS and UPS, in this case)

are used to aid one another while each of them employs its own optimal Kalman filter [7, 8].

Cunningham assumed a local-level (north, east, down) INS platform using three gyros and
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three accelerometers, The GPS receiver warn a fonr-chnnnel set capnhl, nf slmuilntientisly

obtaining range measurements from four GPS satellites (also called space vehicles or SVs).

GPS range-rate measurements were not modeled due to the assumption of the high-dynamic

conditions (which would preclude an actual GPS receiver from accurately calculating range-

rate). Cunningham developed truth models for both the INS and GPS. Kalman filters

based on the truth models were combined to produce a joint-solution Kalman filter which

was believed to be the best possible structure for such an Integration [7, 8].

Cunningham concluded that a combined INS-GPS mechanization provides the user

with the high accuracy of the GPS during benign conditions, and provides the beneficial

characterlstics of the INS during high dynamic maneuvers [7]. His conclusion Is consistent

with other authors who discuss the INS-CPS Integration problem [6, 22].

1.3.2 GPS.CIRIS Integration. In additiotn to being directly related to the CPS.

CIRIS Integration problem, Solomon's work represents a significant extension of Cunning-

ham's work [7, 8] because the GPS error model is improved considerably and the CIRIS

extended Kalman filter Is redesigned to enhance CI(,IS performance [32, 33]. Solomon's

preliminary GPS error model [32] (and extensions developed in research conducted as part

of the navigation systems class project referenced previously [11]) forms the basis for the

GPS error model used In this thesis,

The thrust of Solomon's work was to produce an Improved truth model for CIRIS,

to produce a reduced--order Kalman filter for CIRIS, and to integrate GPS aiding for the

CIRIS navigation solution. In his thesis [33], he completed a 127-state CIRIS truth model.

lie also produced a reduced-order Kalman filter which had 70 states. In a special study

(32), Solomon also assembled a (stationary SV) GPS error model and Implemented it In

software.

Solomon concluded that the 70--state Kalmazn filter emulated the 127.-state truth

model very well. (Performance Indicators for the1 70--state filter appear to be slightly

better than a 127-state Kalman filter which was based on the truth model. This may be

attributable to lack of observability of certain states in the truth model [17, 25J.)
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1,?,31 CIRIS Kalman Filter Improverments, Solomon made It clear In his coll.

ciuslons that he believed validation of the models he had developed was more important

than simply tuning the filters. As a result, Snodgrass had as his thesis objectives to Im-

prove the structure and efficiency of the filter software, and to validate a refined version

of the 70-state Kalman filter originally developed by Solomon. Snodgrass achieved the

first oujective after considerable software development. The second objective was satisfied

by comparing the refined 70-state Kalman filter performance to trtth data In the form

of position and velocity data collected on the CIGTF test track. Additional comparisons

were made between the Improved Kalman filter and position data obtained from the laser

ranging system at the Yuma test range. Due to the amount of time needed to accomplish

the primary objectives discussed above, Snodgrass did not work specifically on the CPS

integration problem [30],

Snodgrass concluded that the 70-state Kalman flIter performed better than the older

version of the CIRIS filter In most cases. The exception Is in the case of range-rate

measurement processing. The new filter range-rate residuals were unacceptably large at

certain times In the flight, resulting in a large percentage of the measurements being

rejected. Snodgrass concludes with a recommendation that GPS Integration (within a full

order truuh model) be the next step at AFIT.

1.4 Research Objectives

References cited in the previous section [32, 33, 31, 11) form the foundation upon

which much of this research Is based. The major objectives of this thesis 're essentially to

consolidate and extend previous work as follows:

1. Revise the barometric altimeter error moivi t(i imtiprove the fidelity of the vertical

channel aiding model contained in the LN--93 drocumuentation and compare the per-

formance of the new model to the old model.

2. Write software to calculate satellite positioms of a 24-GPS-SV constellation for a two

hour period.

3. Assemble a high fidelity truth model (NRS) which Integrates GPS aiding.
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4. Produce a fell..orler Kalman filter based on the truth model.

5. Conduct Monte Carlo analyses to deter--rWne performance characteristics of the con-

figurations shown below.

(a) Evaluate performance of the original 93--state INS error model four an alignment

and for a flight profile, Initial conditions are identical to those used In the Litton

validation work.

(b) Evaluate performatice of the revised (new baro model) 96-state INS error model

for an alignment and for a fight profile. Initial conditions are Identical to those

used in the Litton validation work,

(c) Evaluate performance of the revised 96-.state INS error model for an alignment

and for a flight profile, Initial qondltions are those for Holloman APB, NM,

(d) Evaluate performance of a reduced 72-state INS error model for an aflganmnt

and for a flight profile. Initial conditions are those for Holloman AFB, NM,

(e) Evaluate performance of a 98-state reduced INS plus ground traivponder error

model for an alignment and for a flight profile. Initial conditions are those for

Holloman AFB, NM.

(f) Evaluate performance of the 128--stat.,' NRS error model (which Integrates INS,

RRS, and CPS error modv•,,•' for an aligiment and for ) flight profile. Initial

coUditions are those for Holloman AFi3, NM.

1.5 Assumptions

The problem described In the problem statement requires some assumptions. First,

the LN-93 error model Is accepted as the truth m,,,hil fmr the INS subsystcn or t( il NRS,

with the notable exception of the baro-altitude ptirtiti of that model. The baro-altitude

model is replaced with a revised model as discussed In Chapter I11. Although there is

some verification that results comparable to those obtained by Litton are achieved In this

research, exhaustive INS error model validation Is not. undertaken.
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The error modei for the ground transponder range/range.rate system (RTS) r'um

the Snodgrass thesis (31] is used as the error model for the RRS subsystem of the NRS.

RRS initial conditions and tuning parameters are also extracted from [31].

A good error model for the GPS error sources Is extracted from separate articles by

Cox [6], Martin [21], and Milliken and Zoller [27] and presented in [11]. The error states in

the model presented in [11] are used as the basis for the GPS subsystem in the NRS model,

although different initial conditions and tuning parameters based on personal experience

are used in some cases to improve performance of the Kalman filter.

1.6 Research Approach

This section provides a general outline of the approach used to accomplish each of

the tasks listed in the research objectives section. The correspondence between items In

this section and those in Section 1.4 are NOT one-to-one; some tasks overlap with one

another.

1. Revision of the barometric altimeter error model is necessary because improving

model fidelity will enhance the system (truth) model [17, 31]. The revised model is

based on the Litton LN-93 error model documentation and discussions with Lewan-

towicz [17].

2. A truth mnodel and full-order benchmark Kalman filter are constructed. The truth

model is assembled as follows:

(a) The Litton LN-93 documentation ia the basis for the INS error model [201. The

single barometric altimeter state in the LN-93 model is replaced by the revised

model discussed above. Paro-aietei',lf r ervrir d ynamic ,qiiut;Ions are developed

in Chapter III.

(b) The RRS transponder portion of the NItS error model is based on the work

performed by Snodgrass [31].

(c) A revised GPS error model is constructed for the NRS. GPS SV motion is

modeled in this effort whereas stationary SVs were assumed previously [11, 33].
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Software which explicitly calculates time-varying SV position for a full CPS
constellation is written.

3. Analyses are conducted using the Multimode Simulation for Optimal Filter Eval-

uation (MSOFE) software package [5]. MSOFE is run in a variety of modes and

configurations in order to establish a performance baseline for the (INS-GPS) truth

model. This objective is important because there has been no such analysis performed

on the GPS truth model to date. This analysis also provides a baseline against which

full-order and reduced-order filters may bý, compared.

1. 7 Computer and Software Usage

Simulations performed as part of this research require a substantial amount of com-

puting power. This need steins from the calculation-Intensive nature of time domain Rim..

ulations of dynamic systems in general and the size of the NRS integration problem in

particular. Both the truth model and the full-order Kalman filter each have 128 states.

The filter covariance matrix Is treated as an upper diagonal array in software, yet still

contains 8,256 elements (each of which must be integrated continuously). A "dedicated"

VAX-station III (operating at approximately 3 MIPS) is inadequate for the task. Turn

around times for the flight simulations are on the order of several days. A tremendous

improvement is achieved by hosting and running the NRS simulation on a MicroVax III

within which a 15 MIPS coprocessing board is installed. However, the problem is still

nontrivial. More than 18 hours are needed to complete a 10-run Monte Carlo alignment

simulation with 128 states in the truth model and 128 states in the filter. A 10-run Monte

Carlo flight simulation (presented in Chapter III) is expected to take 8 to 9 days.

In addition to the software which is wril t•,• e~xplicitly f.r this thesis, three software

packages of a more general nature are used to sijpport the research conducted. MSOFE

(the MuJti-mode Simulation for Optimal Filter Evaluation), written by Dr Neal Carlson

and Mr Stan Musick, functions as a "shell" within which proposed or existing Kalman filter

designs may be implemented and tested [51. PROFGEN (short for PROFile GENerator),

also written by Musick, is used to create time hlstorieti of variables such as aircraft position
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In R:' space, attitude, and acceleration [1]. The time histories created In this mnau,,r

serve as the "truth" (or nominal) aircraft trajectory In MSOFE simulations of the type

conducted In this thesis, PROFGEN is used to create the aircraft trajectoq!y in the two-

hour flight simulation which is discussed in more detail in Chapter III. Data which are

produced during the MSOFE "runs" are post-processed and plotted using MATRIX..

[141. Analyses of several barometric altitude models and some observability analyses are

also performed using MATRIX.'.

1.8 Summary of Planned Reaearch

While this thesis Is intended to consolidate and extend the work begun by Cunning-

ham, Solomon, and Snodgrass [7, 32, 33, 31], It departs from previous efforts somewhat.

CIRIS accuracy as a reference is expected to be inadequate in the very near ruture, if it

is not already. CIGTF is in the process of designing r. new system such as AltS which

provides performance comparable to CIRIS, but which records INS, GPS, and transponder

data Which can be post-processed with high-accuracy algorithms. Therefore, the primary

goal of this thesis Is to design, implement, and test a system truth model and a benchmark

Kalman filter which is called the the Navigation Refei'ence System (NRS). To acccmplish

the thesis objectives, a system truth model is assembled, implemented, and analyzed using

the MSOFE software package.

1.9 Thesis Overview

Chapter II provides brief descriptions of the subsystems which compose the CIRfS,

ARS, and NRS. Reference frames and general Kalman filter theory are also presented,

Chapter Ill discusses the relevant INS theory. The LN-93 error model Is presented and its

role in the NRS is discussed. The revised baro-altihnter model is developed and discussed.

A full development of the RRS error and measure, ment. models is presented hr Chapter IV.

A similar development for GPS is Included in Chapter V, along with the development of

GPS SV position calculations.

Chapter VI presents the results of simulations auid analyses for both the truth model

and the benchmark Kalman filter. Five configutrations are evaluated and compared. Chap-
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lor Vif summarizes the thesis effort. Conclusions are drawn from the results presented III

Chapter VI and recommendations are made for future research efforts.

Appendix A Includes the complete 152 error-state vector In a met of tables which are

arranged to emphasize the natural divisions in the model. Appendix B Is obtained from

the Litton reference [20] and shows the non-zero elements in the various sub-blocks in

the LN-93 dynamics matrix F, and the non-zero elements of the noise process matrix Q,

which Is also extracted from the Litton reference [20],

Appendix C includes the data plots from the "baseline" case of an INS operating

with baro-aiding only. Two cases are shown: first, the results from a simulated 8-minute

alignment are presented, and second, the results from a two-hour fighter flight simulation

(which Is explained In greater detail in Chapter Ill). These sit i ulations are initialized with

parameters which were used by Litton in establishing the baseline performance of the

LN-93 INS [20]. The initial latitude is 45 degrees north, and longitude Is zero degrees.

Initial altitude is zero feet, Appendix D includes plots for the 96-state INS (which Includes

a new baro.altimeter model), The same two cases are shown (i.e. alignment and flight

runs). The same initial latitude, longitude, and altitude as discussed above are used in this

case. Appendix E presents plots for the 96-state INS (with the new baro-altimeter model),

Both the alignment and flight runs are repeated, but with initial latitude, longitude, and

altitude parameters set to the appropriate values fur Holloman AFB, NM.

In Appendix F, results from a reduced INS error model are presented. The INS error

model is reduced to 72 states. The 72-state truth model error behavior is compared to

that of the 96-state truth model.

Appendix G includes plots for the 99-state (reduced) INS and RRS configuration.

The same two cases are shown (i.e. alignment anci flight rims), again with initial conditions

set for Holloman AI"B. Appendices H and I each cviurtahi plots for the 128-state INS/URS

and GPS configuration. In both cases, the alignment and flight run results are shown, and

initial conditions are those for Holloman AFB. Appendix H presents resuls from operating

NRS with GPS aiding only, whereas Appendix I demnmstrates NRS performance with

measurements from both the RRS and CPS subsystems.
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II. Subasystenms, Reference F"ames, and Kalman Filtering

"2.1 Important Subsystems in CIRIS, ARS, and NRS

Several concepts related to CIRIS and ARS operation are central to understanding

the purpose and need for this thesis research. Therefore, it is useful to begin with a brief

description of the subsystems which make up CIRS and ARS. NRS subsystems will also

be described. The subsystems which are defined include both gimbaled and strapdown
INS mechanizations, the barometric altimeter and central air data computer (CADC), the

radio frequency range/range-rate transponder system, and the Global Positioning System

(GPS). The details provided in this thesis for each of these subsystems are only at that

level required for clear understanding of the subsystem function in the CIRIS, AKS, or

NR.S "integrated" systems, It Is not within the scope of this thesis to provide extensive

operational or functional details for these subsystems,

2.1.1 Gimbaled INS. Britting describes Inertial navigation as the process of de-

termining the position and velocity of a vehicle (such as an aircraft, ship, or space vehicle)

with respect to a specified frame of reference by the use of calibrated electro-rnechanlical

devices installed within the vehicle (3]. A typical Inertial navigation system (INS) makes

use of the output of gyroscopes and accelerometers to determine position and velocity

precisely. Specifically, inertial systems perform thie following functions:

1. Instrument a known reference frame,

2. measure specific force and extract accelerations in the reference frame,

3. perform Integrations of accelerations to obtain velocity and position.

A gyroscope (usually referred to as a gyro) is it device which traditionaLly employs a

rapidly spinning mass to create a strong angular moimentum vector. Since changes in the

angular momentum of the gyro are proportional to applied torque, the gyro can maintain

a known spatial orientation If appropriate torque control is applied, Gyros are typically

used as sensing elements in closed-loop servo systems which operate to maintain the gyros'

spatial orientation. Thus, spinning mass gyros have traditionally been the devices of choice
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to) Instrument the three dimensional Cartesian coordinate frame which Is referred In ms the

inertial frame in aircraft navigation [3]. However, some navigation systems use a more

recently developed inertial instrument known &n the ring laser gyroscope (RLG) [20].

RLG construction typically consists primarily of an optical cavity, a laser device,

three mirrors, a prism, and a pair of photodetectors [29]. According to Savage, the RLG

operates as follows. Two beams of (laser) light are propagated (opposing one another)

around the path enclosed by the optical cavity [29). If the cavity is rotating in an inertial

sense, the propagation times of the two light beams is different. The delay manifests itself

in the form of a phase shift between the two beams, and the phase shift is detected by a pair

of photodetectors (29]. The magnitude of the phase shift provides a direct indication of the

speed of angular displacement of the instrument [29]. Devices of this type are extremely

reliable due to the absence of moving parts [29], and with recent developments in production

techniques, are capable of accuracy approaching that of their gimbaled counterparts [20].

Specific force is measured by accelerometers. The most common accelerometers to

date have been devices which are sophisticated variations of the simple pendulum [3]. The

motion of the internal mass is related to the Inertially referenced motion of the Instrument

(case) by Newton's second law of motion, However, to obtain the correct measure of inertial

acceleration, the effects of local gravity must be removed from the measured specific force

(3, 18]. Consequently, the navigation system must be capable of distinguishing between

the local gravity field and accelerations which art being applied to the accelerometer as

a result of flight dynamics. Otherwise, significant errors will appear in the velocity and

position calculations and these errors will be compounded in subsequent system updates

[3, 29].

The gyros and accelerometers described above are integrated into a single system

called the INS. An example of a widely used goh!bcde'e INS (as described above) is the

Litton LN-39. The LN-39 role in CIhRIS will be discussed in a later section.

2.1.2 Strapdown INS, The strapdown INS (ahs) referred to as a strapped-down

INS in the literature [29]) is conceptually quite similar to the gimbaled INS referenced

in the previous section. The "strapdown" system obtains Its name from the fact that

2-2



there arc no platform gimbals in the system, For example, the LN.-93 Is nmerhanizkd

by installing three single-degree-of-freedom (SDOF) ring laser gyros (RLGO) and three

SDOF accelerometers to a rigid structure (in the case of the LN-93, a rigid platform

within the INS "black box"). An internal computer maintains a current computation of

aircraft attitude based on measurements obtained from the six inertial sensors. Although

strapdown systems were previously less accurate than gimbaled INS mechanizations [3],

they are becoming far more accurate and have already surpassed the precision achieved

by some of their gimbaled counterparts [18], Because It uses high accuracy RLMe, the

LN-93 Is a prime example of the state-of-the-art in strapdown INS technology. It is for

this reason that the LN-93 is the INS selected for use in the NRS,

2.1.3 Baro-Altimeter and Central Air Data Computer (CADC). A well docu-

mented shortcoming of any INS Is the instability which (in the absence of aiding Infor-
mation) results in unbounded error growth In the vertical position and vertical velocity

channels [3, 10, 161. This inherent Instability is controlled by vertical channel aiding. Such

aiding In frequently accomplished with vertical position information provided from either a

barometric altimeter or a CADC. Either of these two approaches provides vertical channel

stability by providing additional measurements in the form of pressure altitude hi1forma-

tion. This external altitude Information has the effect of stabilizing the vertical channels

which would otherwise be divergent if position were calculated solely on the basis of infor-

imation (measurements) obtained from inertial instruments [3]. The baro-altiaeter role in

the NRS will be discussed in more detail in Chapter I11.

2.1.4 Range/Range-Rate Transponder System. The range/range-rate transponder

system (RRS) Is designed specifically to augment the CIRIS INS in order to Improve the

CIRIS navigation solution accuracy. The RI.S . vs consists of an interrogaltor titit

which is carried on board the aircraft which carries ('i IS, ad approximately forty (40)

fixed-site ground transponders whose positions have bheze precisely surveyed [28[. The

Interrogator transmits moderate rate digital interrogntiOn codes which are received by any

of the ground transponders that are within broadcast range. If the transponder recognizes

its own identifier, it will respond with a return signal. Range measurements are obtained by
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rnmparing the phase of the outgoing (interrogator) signal with the Incoming (transpritder)

signal. Because any electromagnetic signal experiences delays when propagated through

a medium, the delay which is measured by the phase shift comparison provides a direct

indication of slant range from the CIRIS aircraft to the transponder being interrogated [28].

Note that the RRS transponder system is also a source of vertical information which aids

in improving the overall navigation solution of CIRIS, ARS, or NRS. The RRS transponder

subsystem is discussed in detail In Chapter IV.

2.1.5 Global Positioning System (GPS). GPS is a navigation system which Is

based on world-wide coverage of a constellation of 24 space vehicles (called SVs), or satel-

lites [12]. According to Mililken and Zoller [27], the GPS provides position and velocity

information to users located anywhere in the world, with anticipated accuracy on the order

of 10 meters. Normally, the user needs to acquire and maintain lock on four SVs In order

to obtain a complete navigation solution, However, Milliken and Zoller also state that

fewev SVs are needed If the user has other information (such as baro-altimeter measure-

ments) available for supplementing the GPS Information. The GPS navigation solution is

obtained in a manner similar to the RRS transponder system described previously.

The GPS pseudo-range between the user and each SV Is computed based on knowl-

edge of time (the master GPS clock) and the unique signal format which is broadcast by

each SV. Once the four ranges are known, a recursive algorithm is solved to compute the

uset's position [27[. The GPS subsystem model is presented in Chapter V.

2.2 Systems Descriptions

Subsystems which play crucial roles in the CIRIS, ARS, and NRS systems are de.

scribed in previous sections. The complete systpmin are described below.

2.2..1 CIR IS. Since 1965, the 6585th Te.st Uroup at Holloman Air Force Base

has conducted component and system testing to analyze and verify performance of state-

of-the-art inertial navigation systems. Various siystenus have been used as the standard

against which systems under test were compared. The most recent of the systems to be
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,tidled the test standard, CIRIS has been used with great success since 1075. Using a

Kalman filter, CIRIS optimally combines data from several subsystems to obtain a highly

accurate navigation solution which has (until recently) met or exceeded all requirements

for navigation reference accuracy. CIRIS is configured to be carried aboard either cargo

or fighter aircraft. Additionally, CIRIS may be operated in a mobile test van. This mode

is used for low dynamic tests in order to save costs associated with flight testing.

In its current configuration, CIRIS combines INS, CADC, radio frequency RRS

transponder system information, and a time referencing system which is connected to the

Holloman Inter-Range Instrumentation Group (IRIG) time-keeping system. Currently, two

versions of CIRIS are available. The first (CIRIS I) uses the Litton LN-15 INS, and the

second (CIRIS II) uses the Litton LN-39 INS, Additionally, the CIRIS II system uses an

updated CADC which is the same type as those used on the Fi16 aircraft. (CIRIS 11 Is

not fully operational at this time due to difficulty with data collection software [28].)

The CIRIS navigation solution has been shown to be accurate to within 14 feet in

the horizontal direction, and 40 feet in the vertical direction. However, CIRIS accuracy

will soon be eclipsed by new navigation systems under development. The new navigation

systems will take advantage of improved gyro and accelerometer technologies as well as

GPS aiding (17, 18]. When such systems are produced, they will rival or surpass CIRIS

accuracy. Although such accuracy in navigation systems is in fact desirable, there is no

reliable means of testing the new systems unless a superior test standard can be devised.

'Thus, the need for the ARS (and/or NRS) is established.

2.2.2 ARS. The Advanced Reference System (ARS) is under development at

Holloman AFB and is intended to provide a more reliable reference system than CIRIS,

even though comparable performance capabilities are expected [17]. When AIrS becomes

operational, performance of future navigation systents may be validated by comparing thes

to the (post-processed) solution from ARS, In muich (hle same way that current s)stems

are compared to CIRIS I or II.

ARS will also employ a Kalman filter which optimally combines data frora several

subsystems including an INS (type undetermined), a CADC (type undetermined), and
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t1w liRS which Is used by CIRIS I and II. AILS will al~so make use or (OPS psoudid rniigt

information which Is now available. Because of the higher fidelity components and the

Integration of GPS aiding, AILS accuracy should Improve signIficantly over that of CORIS

[28]. ARS Is being packaged In an AIM..9 missile pod In order to facilitate external carriage

of the reference system. This form of packaging allows quick Installation and removal of the

AILS reference package onl aircraft which are used for flight testing of navigation systems.

*,*.S NRS. Tile Navigation Reference System (NILS) Includes a Kalman filter

which combines subsystems Including an INS (w~ith a baro-altimeter model), the ILRS

used by 011115, and OPS. The NILS uses the LN--03 INS and a revised baro-attimeter

model as well. As a result, NILS should be a viable test siandard for navigation system

testing, and In particular, may possibly be used as a "post-processlng" Kalmnan filter and

smoother [17] for thle ARS. (Such use Is contingent upon which subsystems are choseni for

AILS. If Incompatible subsystems are used, the NUS model Is likely to be unsuitable for

AILS applications,)

2.3 Refereence fianmej

A navigation "solution" has significance onfly If the coordinate frame In which the

Rolution Is expressed Is clearly understood. While the preceding statement may seem

obvious, It cannot be overemphasized, Consider that the Litton LN--93 documentation

defines the earth frame, the true frame, thle computer frame, the platform frame, thle

sensor frame, the gyro frame, the accelerometer frame, and the body frame 1201.

Hence, there Is an urgent need for precise notaition which aids In thle communication

process. There Is also a need for the ability to transformn quantities which are expressed in

oner frame Into appropriate expressinns in &nul he.r frnimiv, This tired gives risep to freinl for-

ritation matrices.

Solutions to both of the nemeds discussed above tire provided by Brittlng [3]. Thle

notation is Introduced as needed. Prior to defining 1wb transformation matrices, several

reference frame definitions are needed. Figure (2.3) itepicts thle central reference frames

which Britting has chosen to define. They are discussed In time next section.
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Figure 2.1. Coordinate Frame Geometry [3]

Th4 Reerence frammeDefinitions

'The coordinate frane definitions below are those which are significant to this thesis

(3], Figure (2.3) depicts the first three frames which are defined. Figure (2.3) uses the

following notation:

= Longitude with respect to Inertial frame
A

A = Longitude with respect to ECEF frame
Initial longitudinal displacement of ECEF from Greenwich

meridian (usually defined as ZERO)

L Geographic frame latitude

1,, = Geocentric frame lAtithifr,

wi = Earth angular rate (rnxl/sv)

1. Inertial frame: an orthogonal R:' coordinate system; its origin In coincident with the

earth's center of mass and the frame is oriented as follows, The mi, yi plane lies In

the earth's equatorial plane and does not rotate with respect to the fixed stars. The
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ej axis always points toward Aries. The zi axis pro~jects froty tile earthi'm rerictr fir

mass dlirectly through the North pole. (This frame Is deplcted by the [a, yi, z] frame

In Figure (2.3,)

2. Earth- Centered-Earth-Fixed (ECEF) frame: an orthogonal )," coordinate system;

Its origin is coincident with the, earth's center of mass. The ir , y,, plane lies In

the earth's equatorial plane and the v,. axis Is usurstii chosen to be aligned with the

Greenwich meridian. The z,, axis projects from the earth's center of mans directly

through the North pole. (This frame rotates at exactly the earth rate, Wi,, , about

the s, axis.)

3. Geographic (or navigation) frame: an orthogonal coordinate system; its origin Is

at the location of the INS (or the user), and Its axes are aligned with the North,

Best, and Down directions [N,E,D]. This description Implies that the INS platform Is

torqued to maintain the [N,B,D] orientation. (It must be noted that not all platforms

are torqued In this manner. Some are allowed to "wander" about the z-axis, and

are torqued In the level axes only. Platforms that are not torqued about the vertical

axis are called wander azimuth systems [3].)

4. Body frame:- an orthogonal frame; Its origin Is at vehicle (iLe., aircraft) center of

mass. Its axes are the vehicle's roil, pitch, and yaw axes [R,P,Y]. Britting points

out that the origin of the body frame rarely (if ever) coincides with the origin of the

navigation frame [3],

5. Platform frame: an orthogonal frame that "can: be thought of as three fiducial lines

which are physically Inscribed on the platform." [3)

6. Gyro frame: a (possibly) non-orthogonal frame; Its axes are defined by the Input axes

of the three gyroscopes Installedi In the~ pln~tfnrtn, The degree nf inii-nrthingon.lrity

depends upon manufacturing and physical Ins8tallation consIderations [3, 16].

7. Accelerometer frame: a (possibly) nion-orthogonal frame; Its axes are defined by tile

three Input axes of the accelerometers In.Aalied hi the platform. Again, the de.gree of

non-orthogonality depends on manufacturitig andc installation considerations [3, 16J.
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W1tit Wirtthig's definitions In hand, the Litton reference frame deflntltion are soRaie.

what easier to decipher. The Litton reference frames as specified in [20] are interpreted

with the help of the Britting definitions as follows:

1. Eurth-Centered-Earth-Flxed (ECEF) frame: an orthogonal R:' coordinate system;

its origin is coincident with the earth's center of mass. The z,: , e, plane lies in the

earth's equatorial plane and the x, axis Is chosen to be aligned with the Greenwich

meridian. The y. axis projectv from the earth's center of mass directly through the

North pole. (This frame rotates at exactly the earth rate, wti , about the yI axis.)

NOTE: This frame Is not the ECEF frame described by BrittIng, The transformation

between the two frames is:

10 1 0f e 0:}HIC?. 0 -.1 { e} (2.1)
41, I, I T o N 1 0 0 . 1 4 H I 'T TIN G(

2. True frame: a level R:1 coordinate system located at the user's actual latitude and

longitude. If a, = 0' , then the o, axis points to true East, the yl axis points to

true North, and the z, axis points exactly Up, resulting In the Litton true frame

[E, N, U]j. (This is the error-free case of Britting's navigation reference frame.)

3. Computer frame: a level Rk' coordinate system located at the user's indicated latitude

and longitude. If a. = 01 , then the z,. axib points East, the y,, axis points North, and

the z, axis points Up, resulting in the Litton computer frame [E, N, U],,. This frame

is defined by coordinates which are calculated by the computer that is integral to

the INS. Because of the presence of uncertainties in the computer frame calculations,

discrepancies exist between quantities (i.e. h..i itule and longitude) calculated In this

frame and the same quantities in the trtie fra•u.,

4. Platform frame: this frame Is Important In the system error dynamic equations

where the platform [mis]alignment with respect t t.he true frame must be taken into

account. The result of physically installing an INS (situating the "black box" in

an aircraft, for example) is often a slight misalignment of the platfoir frame with
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respect to the true frame. The resulting error angles are defined by a skew-symmietric

transformation 0:

{EVY (2.2)
where [0 €• - 1

S-0. o x (2.3)

z -0.,, 0

5. Body frame: Litton defines the body frame lit Identically the same way as does

BrIttIng. For the LN-93, the sensor frame is defined to be identically the same as

the body frame.

6. Gyro frame: Litton also uses the Britting definition for the gyro frame. This frame

is important In the system error dynamic equations where gyro mlsalignments with

respect to the navigation frame (true and/or computer frame) must be taken into

account, The physical construction of the INS "black box," Including strapdown

mechanizations using RLGs, Is never perfect; the result Is that the gyro frame Is non-

orthogonal to a certain extent [3, 18] although this Is negligible for some applications

[18].

Note that Litton assumes the body, sensor, and platform frames are coincident [20].

The same assumption Is maintained for this study because INS platform location with

respect to the body frame Is specific to each aircraft type. When the platform and body

frame origins are NOT coincident (as In most applient iii4) the "lever arm" effect di(c115sed

in [31] must be taken Into accourit. However, in t it, Interest of generality and efficiency,

the lever arm effect is not considered in this study. The gyro and accelerometer frame

errors are considered and are appropriately reflected it the LN-93 error model.

2.4.1 Reference Frame Transformation Matrices. The LN-93 INS Is a local-level,

wander azimuth platform. Consequently, user position Is specified In terms of latitude,
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Intigli,,de, altitude, and wmader angle. Generally, wander angle Is the angle abut the

n-f:ame z axis which results because the INS platform is not torqued to maintain precise

[ENU] orientation. In this mechanization, the platform is "torqued" only in the "level" axes

In order to maintain the local level orientation. (The LN-93 is a strapdown mechanization

which employs RLGs. Consequently, "torquing" takes place only in software.)

It is often necessary to express vectors such as position, attitude, velocity, or accel-

eration In terms of several different reference frames. As an example, the Litton LN--93

INS error-state model describes position error In terms of an error-angle space vector,

[60,., 80u, 80,, 6h I'r, where 60, Is the error angle about the local level E axis, 80, is the

error angle about the local level N axis, 60, is the error about the locni level U axis, and

Mh Is the altitude error. Even though Litton's definition is clear, if the error-angle vector is

to have physical meaning, It must be transformed into a vector In nnviyation error space,

[•I, M\, 6a, gh "'. where 60 Is the error in latitude, 6,A Is the longitude error, ba is the

wander azimuth error, and 6h is again the altitude error. A transformation matrix, C",

permits compact transformation of the error-angle vector into an equivalent expression in

navigation error space.

BrItting developed general transformation matrices for many reference frame pairs.

Those transformation matrices which are of primary interest in this research are shown

below. The first four matrices are attributed to Britting [3) and the last matrix is developed

by Lit-ton [20]:

A
t - true-to-earth
C'ý, A

11 navigation-to-earth

-' true- to-navigation

I Irie-t t,-bod.v

C11 erro~r antle-f-t J-•11.igation

Usage of these transformation matrices is illustrated iii the following example in which a

vector which is written In the j-frame is transformed to an equivalent expression in the
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4
,.Crame:

* x x '
S& (2.4)

where the j an(d k subscripts and supcrscrilpt are ri'placed by the i, e, t, or t index

as appropriate for the situation. Mathematical definitions for the transformation matrices

defined above are shown below. For all cases in which they occur, A Is terrestrial longitude,

L Is geodetic latitude, and at is the true wander angle.

r cosAcos c, -sin LoinAoina -. o. A S, 1 4- sin s, Sin A COs a#) sin Acosnl ]
C'1 c1s L sin a, cos L COs a, 3in L

--(sin Acosol + cosAsin LSin a,) shi Asina, - cosAsin Lcosoa, cos Acos L

cos A -- sin .\ sLn L sinAcosL

0 cos L sinIL (2.6)

sin A - cos A sln L cos A cos L

cos al - slit at 0

C' li sin a, cos 0, 0 (2.7)

0 0 1

cos 0 sinll, cos 0 cosoP sine11

Ch sin~sin~son• +cosacos0 sinosin0conik-coo-ssint -slnocosO (2.8)

cososin0sinip - sinocoso cos sin0cos0 + sin costk -cos.-cosO

In the equation for Cb above, 0 iS the aircraft roll aiiglh, 0 Is the aircraft pitch angle, and

?k Is the aircraft heading angle.

To conclude the discussion on reference frame transformations, the matrix C',' is pre-

sented, C', converts a vector written in the Litton error-angle space, [60,., 601j, 60., bh ]"'

Into one In navigation error space [60, 6A, ba, 6A I". The transformation matrix is shown
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below:
I•- Cos Q Bill a 0 0

sin a sec coso a sece 0 0' c,': =(2.9)
sinatan0 -cos ctan4 1 0

0 0 0 1

This matrix is used in the transformation

6A l60, (2.10)

6,,h J h

2.5 WGS-84 Geodetic 5ystem

In light of the numerous reference frames which are discussed In the previous section,
It is apparent that the designer may choose any one of a number of coordinate systems

in which to define position. The current most popular geodetic reference frame (ECEF)

Is defined by the World Geodetic Survey of .1984 (WGS-84). According to Kumar [15],

the WGS-84 reference Is the state--of-the-art In geodesy, reflecting the latest and best

modeling techniques for characterizing the earth's surface.

The WGS-84 model is used exclusively as the ECEF reference for this thesis effort.

Several of the key parameters from the standard are Included in Table 2.1 [9, 31]. The X,,

V.., and Z,. coordinates are simply those which define the orthogonal ECEF axes of the

WGS-84 model. The earth's angular rate is represented by wi,, and the equatorial and

polar radius of the spheroid are given by A and B, respectively. The flattening parameter

Is defined as 13]:
f=A .- 17 (.1

where A and B are defined above, and eccentricity is [3]:

e= ~ (2,12)
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Table 21.. WGS 84 Parameters

Parameter Definition Value
X", IIZ1 ECEF Coordinate Frame Axes not applicable

Wi,_ Angular Rate of the Earth 7.29211.5,10-1 s-1

A Seirmajor Axis 0378137 m
(Equatorial Radius) ......

B Semnhinor Axis 6360752.3142 m
S(Polar Radius)

e First Eccentricity 0.0818191908426
f Flattening Ellipticity) 0.60335281066474

go Equatorial Acceleration 9.7803267714 m/u'•
of Gravity (32.087686258 ft/a)

2.6 Kalman Filter Theory

Most estimation problems which are not purely academic are fraught with uncer-

tainty, The problem of navigation Is a superb example. A navigation "solution" is ob-

tained by solving some rather complex equations which depend on several quantities that

are known to varying degrees of accuracy. As a result, the accuracy of the solution Is

limited. It is the role of the Kalman filter to account for the uncertainties associated with

such a problem, and to provide ati optimal solution (uwider certain conditions). Although it

is far beyond the scope of this thesis to provide extensive details on the topic of Kalman fil-

tering, it is essential to present a small amount of the basic theory along with the equations

which describe the Kalman filter algorithm.

Maybeck describes a Kalman filter as an "optinmal recursive data processing algo.

rithm" which depends upon three basic assuinpti1ti ts [221. If a linear (or linearlzed) system

is driven by white, Gaussian nolse, the Kalmuan fil.,ir solution is "optimal with respect to

virtually any criterion [221."

By optimally combining data (measurenients), dynamic characteristics and statistical

properties of the system and measuring devices, and initial conditions, the Kalman filter
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produces estimates of the modeled quantities which are more accurate thal estPthrilae,

based on the individual measurements. The development which follows is a summary of

important Kalman filtering concepts as presented by Maybeck [22, 23].

2.6.1 Linear Kalman Filtering. Before Kalman filtering is undertaken, the designer

must develop a mathematical description for the system of interest, When it is possible to

do so, a system is modeled as a set of linear differential equations of the form [22]:

z(t) = F(t)x(t) + B(t)u(t) + G(t)w(t) (2.13)

where

x s"tate" vector
F homogeneous state dynamics matrix
B control input matrix
u = deterministic control. Input vector
G = driving noise input matrix
w white Gaussian driving noise vector

Because the deterministic control term Bu is zero In this research, it will be ignored

hereafter. Also note that for this thesis, G = I. The mean of the white Gaussian driving

noise vector is:

,= E {w(t)} = 0 (2.14)

and the noise strength is Q(t):

E {(w(t)w"(t + r),} = Q•)(,.,) (2.15)

While Equation (2.13) is written in terms of 'whole' value state variables, the models

used in this thesis are those of error states. ThIs choice of state variables results In simpler

dynamic equations [3], and Equation (2.13) may be rewritten as [22]:

It(t) = F(t)6x(t) + B(t)u(t) A- G(t)w(t) (2.16)
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wlhere x(t) has been replaced by the error state vector 6x(f), and all other quanut.ites retain

their previous definitions. The topic of error states is explored more fully in the section on

extended Kalman filters.

As previously stated, the Kalman filter incorporates measurement information from

external measuring devices. Irrespective of the type of measuring device, the equation

which is used to describe linear measurements is of the form;

x(i,) = H(t,)x(t,) + v(t,) (2.1T)

or, In the case of error-state models:

6u(t1 ) = H(tj)6x(i,) + ,(Lj) (2.18)

where, in both cases above, H Is the observation matrix and v is a discrete-time zero-mean

white Gaussian measurement noise vector whose covariance Is [22]:

E {v(t,)v"'(R)} = t' B fu, Li = tj (2.19)( 0 for tj 5 tj

The Kalman filter "propagates" the error state and its covarlance from the instant

lit time immediately following the most recent measurement update, t+, to the Instant in

time immediately preceding the next measuremelit update, t- I by numerical Integration

of the followl•ng equations [22]:

(2.20)

b(tlti) = F(t)P(t/t,) + P(t/t,)F"(t/v,) + G(I)Q(t)G '(L) (2.21)

with initial conditions:

S +(2.22)

P(tlt,) = P(Lt,) (2.23)
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as provided by the measurement update cycle at time t,,

After propagation, 2(t) and P(t) are "updated" (meaning that state estimates are
revised based on new information). The plvotcO element In the update equations shown
below is the time varying Kalman filter gain K(t). The K(t) matrix assigns "weights"
to the "new information" (new information consists of the difference between the actual
measurement and the filter's estimate of the measurement) based on known measurement
noise statistics and filter-computed covarlancet from the previous time step. This process
Is designed to Improve the estimate of each element of the state vector, The update

equations are t22]:

K(t,) = P(tg)H"'(tQ)[H(t,)p(t.)H'(t 1 ) + IL(t)]' (2.24)

t+(t7) ÷ K(t,)z, - H(t)2(t-)] (2.25)

P(tt) = P(C) - K(tj)H(t,)P(t:') (2.26)

Although the algorithm shown above is generally applicable to any problem which
lends itself to a Kalman filtering solution, It Is not necessarily the algorithm which Is used
in practice. It is often advantageous to use a form of the algorithm known as the U-D
form. In the U-D algorithr , the filter covarlance matrix is not propagated as a square
array, The matrices below representing the pre- amd post-measurement filter covariances,

respectively, are explicitly computed instead [221:

P(tj 7) = U(t1")D(ti )U(t-) (2.27)

P(t+) = U(t+)D(ti )U(t') (2.28)

where the U matrices are upper triangular atid uiUflry (amd thus contain ones alung
the main diagonal), and the D matrices are simply diagonal [22]. This form offers several
advantages including numerical stabillity, improved precision, and guaranteed nonnegativity

of the computed covariances (22], It in the 11-D frm or the Kalman filter algorithm which

Is Implemented in the MSOFE software 15).
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2.6.2 Linearized and Eztended Kalman Filtering. Unfortunately, not all probliems

are adequately described as linear systems driven by white Gaussian noise. In many cases,

the most appropriate model is nonlinear. The navigation problem at hand falls squarely

into the nonlinear category, Fortunately, a method exists whereby a nonlinear system may

be treated in much the same manner as a linear one for a particular class of problems.

Suppose that the nonlinear system may be described by [23]-

*(t) =f[X(t), u(t), t] + 0()w(t) (2.29)

In this case, the state dynamics matrix, f['(, , '], is a nonlinear function of the state

vector x(.), time t, and the control input (assumed to be Pero in this research). The

white Gaussian noise is defined exactly as it Equations (2.14) and (2.15). In addition, the

measurement equation may also be a nonlinear function of time (23]t

z(th) = h[x(t,), 1,] + v(t,) (2.30)

The noise vector v is again zero-mean and its covariance is described by Equation (2. 19).

Retailing that a system must be linear in order to satisfy the assumptions that

yield the optimality of a Kalman filter, the nonlinear Equations (2.29) and (2.30) must be

linearized. The following approach is summarized from Maybeck (23]:

I. Assume that a nominal state trajectory, x,,(t), may be generated which satisfies

Xr*(t,) = x,,,, and

:,,() = f[x,,(t), u(t), t] (2.31)

where f.,., .] is specified in Fquatinn (2.29). nwd u(t) = 0,

2. The "nominal" measurements which accomlpatiy the nominal trajectory are:

.,,(ti) = h[x,,(t.,), fi] (2.32)

2-18



3. The "perturbation" of the state Is obtained by subtracting the nominal traject ury

from the original nonlinear equation:

[I(t) - *1,(t)] = fx(t), u(t), eJ -- ftx,,(t), u(t), t] + G(t)w(t) (2.33)

4. The equation above may be approximated to first order by a Taylor series expansion.

ixl,(t) = F [i; x, (t)] + G(t)w(t) (2.34)

where 6x(t) represents a first-order approximation of the process ix(,) - x,,(.)], and

Fit; x,,(t)] Is a matrix of partial derivatives of f with respect to its first argument,

evaluated along the nominal trajectory [23]t

F~t~,,(t] = x~t) t](2..35)

5, The perturbation measurement equation is derived in like fashion and is expressed

as (23]:

6s,,(t) = H [ti; x,,t,)] (i) v+ t) (2.30)

where

H~t;x,,(t)] =8hix(t),tI (2.37)
fix x~X"(f)

With the "error-state" model in hand, it is possible to return to the linear filtering theory.

An estimate of the whole-valued quantities of Interest is obtained from [231:

R(t) = x,,(t) + Xx(t) (2.38)

The expression above for the linearized Kalimai filter Is useful provided that the lineariza-

tion assumption is not violated. However, if the nonminal and "true" trajectories differ

by too large an amount, unaccentable errors miny remlt [23]. It is for this reason that

extended Kalman filtering is useful in many cames where perturbation techniques alone

do not suffice. Extended Kalman filtering allows for relinearizing about newly declared
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Ioinlnhalu at eaCh sample time, to enhance the adequacy of the llineariation pProce"N, sowl

thus of the resulting filter performance as well [25].

The extended Kalman filter equations are summarized below. The reader Is referred

to Maybeck [23] for the details of derivation, The measurement equation for an extended

Kainman filter Is:

z(ti) = h(x(ti), i,] + v(i,) (2,39)

where v(-) Is once again aero-mean with covarlance given by Blquation (2,19), Measure-

ments are incorporated into the extended Kalman filter via the following set of equations

123]:

+ R~~j- (2,40)

= *(t, ) ± t+' K(t,) hjx(f(); (t)J} (241)

P(tO) PC) - K(tj)H[(t,),C(t7)]P(t-) (2.42)

where
H[te;2(t- )J tOhx (2.43)

The state estimate and covarlance are propagated from t, to tj+t by integrating the fol-

lowing equations [23]:

(tt [( /t), =1(t), t] (2.44)

(t,)=F~t;2(t/t,)]P(t/fi) + P/tF+;t/)]+ G(t)q(t)"'r(t) (2.45)

where
Of(x (!.) , 1u(t), t.] (2.46)F[t;i(t/t,)] = , 2.6

and the initial conditions are:

fi((t/') k(t") (2.47)

P(ft/•) = ll') (2.48)

The equations shown above for the extended Kalman filter are programmed Into the
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MSOP1E shell for the problem defined by this thesis, It is the fact that the extended Kaimah

111ter Is rellnearlmed about each successive estimate of the state [2(t)] which "enhanceb the

validlty of the assumption that deviations from the reference (nominal) trajectory are small

eaough to allow linear perturbation techniques to be employed" [23].

2,7 Suminary

This chapter introduces several topics which are related to the A'tS integration prob.

lam. Major systems such as the INS, the RtS Transponder system, and the GPS are

described briefly and their roles as subsystems In the NRS are outlined, Rteference frames

are discussed In moderate detail and aeveral important frames are defined. Coordinate

transformations are also supplied. The WGS-84 Geodetic System Is presented and key

parameters are tabulatised. Finally, a very brief outline of some of the Kalman filter-

lng theory concepts crucial to this thesis are presented. Equations for the linearized and

extended Kalman filters are shown and the validity of using the extended Kaliman filter

algorithm for the nonlinear problem In this thesis Is explained,
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hI. INS and Baro-Altimeter Models

3.1 Introduction

The INS chosen for use in the pioposed Navigation Reference System (NIRS) is the

Litton LN-93. The LN-93 is a state-of-.the-art strapodown INS which uses RLGu in Its

znechanisation rather than the older gimbaled gyros. The LN-93 characteristics promise

a co•ilderable advantage over mechanlisatlons used in previous navigation utandards such

as CIlIS (i.e., the LN-16 used in CIRIS I and the LN-39 used in CIRIS II). The LN-93

error model Is presented below. Additionally, the need for a revision to the baro-altinieter

model is presented and the revised model is developed.

•.2 Litton LN-93 INS

Litton specifications stipulate that the LN-93 horizontal velocity errors must be

smaller than 2.5 feet per second (RMS) after two hours of navigation following a gyrocom.

paus alignment, and thtat horlsontal position error must be leos than 0.8 nautical miles per

hour during the same period (201, Actual statistics provided in the Litton documentation

show that for a period of ten houra of (static) navigation, the LN-93 is accurate to within

2 nautical miles. For a 2 hour "flight" simulating a fixed flight profile (which Is discussed

In Section 3.4), the LN-93 maintains horliontal position accuracy to better than I nautical

mile.

Figure 3.1 depicts the basic baro-aided INS subsystem, The INS subsystem, aided

by a baro-altimeter, forms the foundation upon which the full NRS model Is built. NRS

will eventually Incorporate RRS and CPS models, an presented in Chapters IV and V,

respectively.

Y3..1 Error l/pes., Litton's comprehenptvt' dy(tiyaic e,,ror model for the LN-93 is

composed of 93 states. The error sources modeled fall into one of several error source

types. First, the random constant represents a varlable which may take on any value

within prescribed limits (defined by a random vattlue chosen from a Gaussian distribution

of appropriate scale) and thereafter retains its initial value [22], Variables of thi, type are

3-1



One-State o 7
Baro Model

Figure 3.1. Basic Baro-Aided LN-93 INS

often referred to as biases and are modeled mathematically by [22]:

i~(t) = 0 , and P(t) =1Pi (3.1)

Approximately 64 bias error state variables are Included In the Litton model. These are

lumped Into subcategories, Including gyro bias states, accelerometer bias states, trend

states, and gyro compliance states.

An error variable type rio represented in the LN-93 model is the random walk or

Brownian motion variable. Although the Litton model does not Include such variables,

Maybeck recommends that variables of this type be used in the Kalman filter implementa-

tion of random bias states when there exists a tendenrcy for the covarlances of those states

to drop to zero [221, This practice (adding smnall magnitude "pseudo-noises" to states

whose truth model includes no noise source) prevents covarlances of those states from

dropping to zero, thereby improving the estimation potential for those states, Variables

of this type are characterized by a tendency to wanLder about In an unpredictable fashlon,

and are described as "the output of an Integrator dilven by white Gaussian noise" [22).
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They are represented mathematically by [22]:

0(t) = w(t) , and P(t) = P, (3.2)

where vi ropresents zero-mean white Gaussian noise of strength q. Variables of thils type

are not used in this error model. However, they are generally useful when Kalman filters

containing bias states are implemented [22].

Another error source type included In the LN-93 model is the first-order Markov

process. This variable Is also characterized by a tendency to wander about, but with a

certain degree of correlation from one time to another. This process Is described as the

output of a first order lag which Is driven by zero-mean white Gaussian noise [22]. The

first-order Markov variable Is modeled by an integrator with a negative feedback loop. The

feedback gain is the reciprocal of the time constant for the variable of Interest [22]. Its

mathematical representation is [22):

= ( w_(t) + w(t) and P() = (3.3)

where w represents zero-mean white Gaussian noise of strength q, and r is the time

constant associated with the state of interest. Error variables which are Included in this

category are gyro and accelerometer drifts and thermal transients associated with these

inertial instruments. (Additionally, the baro-altirteter state included by Litton falls Into

this category. This is discussed in more detail later.)

The last category of errors in tie Litton model are those which are termed "general"

[20]. These error states are complex combinations of several states, Some states which

fall Into this category depend on as many as 40 to 50 other states. Navigation position,

velocity, and platform tilt error states are examples (,1' suicl complex interdependency, 'rile

"lower" 13 states (termed the general error states) are coupled to one another kind to other

states. The Litton linearized error model is presen .ed in the form of a general equation of

the type presented in Chapter II, The generalized iNS error state equation is of the form

[3, 22]:

6*(t) = F(t)6x(t) + Gw(t) (3.4)
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S~where
F(t)_ aF[x, u(t), t]

and 6x(t) is the 93 x 1 time varying stpt er'ror vector, F(t) is a 93 x 93 time varying system

dynamics matrix, u(t)is a zero vector, w(t) is a 93 x 1 white noise vector, and G = 1.

.Z, kError State Vector, Litton particions the error state vector Into six sub-

vectors as shown below [20]. Note that each of the subvectors Is expiessed as one of

the error types discussed above.

6x [ 6x,'r 6x, 1  6x") r ,x, b x 'r 6X(Ir jT (3.6)

where 6x is a 93 x 1 column vector and:

6x, represents the "general" error vector containing position, velocity, attitude, and ver-

tical channel errors.

6x, consists of gyro, accelerometer, and baru-altimeter correlated errors, and "treud"

states. These states are modeled as first order Markov processes In both the truth

(system) model and in the Kalman filter.

bx:g represents gyro bias errors. These states are modeled as random constants in the truth

model and are modeled as random walks (with small magnitude pseudo-noises) in

the Kalman filter.

6x1 is the accelerometer bias error states. These states are modeled In exactly the same

manner as the gyro bias states.

6xr, depicts accelerometer and gyro initial thermal transients. The thermal transient states

are first order Markov processes in the systomi ad KIalman filler.

6x~, models the gyro compliance errors. These errrr states are modeled as biases in the

system model and as random walks in the Kalman filter.

3-4



The system state space differential equation is given am:

F11 F12 F13 FH Fi, F1 j, 6x, w,

0 F22  0 0 0 0 Wx"

6k3 0 0 0 0 0 0 ± 0

6•k 0 0 0 0 0 0 6x + 01

6*5 0 0 0 0 Fm 0 6x5  0

0 0 0 0 0 0 0xo 0

All states In the 93 state INS erior vector are defined in Appendix A, Tables A.I

through A.4. All non-zero elements of the dynamics matrix, F, and the process noise

matrix, Q, are obtained from [20] and are preseoted in Appendix B.

3.3 Bavo-Altimeter Model Revision.

Although the Litton error model is extensive and reasonably thorough in Its depiction

of"inertial Instrument error sources, It is somewhat Inadequate in its depictiun of the

error sources related to the baro-altimeter. Other authors discuss several error sources

normally linked with baro-altitude [16, 28, 34) which appear to have been omitted in

the Litton LN-93 model. The LN-93 error model contains only a single state for the

barometric altimeter, For this reason, a revised baro-altitudz, error model l developed

and embedded in the INS error model. The new baro-altitude model Includes states for

correlated noise effects, bias error, and scale-factor error. Tile revised baro model coefficient

for the correlated noise state Is extracted from the Litton documentation [20]. In the case

of the other (new) barn states, tlhe coefflrients nre extre•w4od from [34]. These er.or snlnrcra

are combined in the manner discussed below tu formulate r more complete error model

upon which to base subsequent work.

3.3.1 Litton Vertical Channel Aiding. As n•ited above, the Litton LN-93 error

model contains only one state with which to model error souries Inirinsic to the baro-

altimeter. The state Is a first crder Markov process, and Is modeled mathematically as
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6()= X(t) + w(t) (3.8)

where ut represents zero-mean white Gaussian noise of strength 2(3,j,. x a•h.), OAI,, is

the inverse correlation time for the baro-altimeter, and 17,, is the variance of the baro-

altimeter correlated noise as specified by Litton [20]. Litton specifies a correlation time of

600 seconds and o'p,, = 100.O/t for the two hour fighter run. The Initial covariance of the

barn-altimeter state Is assumed to be PO 10' Oft'1 . The state is represented in Figure 3.2.

SHk4iM9 401 0

Figure 3.2. LN-93 Baro-Altimeter Error Model

The single state baro model aids the vertical channel states (i.e. INS altitude and

vertical velocity) in order to prevent the vertical channel instabilities discussed in Chapter

II. The baro error state is coupled directly to four states in the dynamics equatiors, and

is indirectly coupled to more than a dozen others. Figure 3,3 depicts the vertical channel

error model included In the Litton reference [20]. The baro error 6h•q enters the INS

vertical channel error model on the right side near the middle of the diagram. It Is notable

that 6hH is approximated by 6h,., the correlated barr, altitude error, in the Litton dynamics

model. Thus, even though the Litton document discusses several error sources, (and in

fact defines total baro-altimeter error to be a function of bias error, scale factor error, and

correlated noise error) these error sources are nott nodeled (without explanation) and a

single state 6h,., is used to represent the baro-altimeter model.

Because the altimeter error magnitude 18 signfitlca•t to many of the INS states, tbr-
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Figure 3,3. LN-93 Vertical Channel Error Model [20)

fidelity of the baro error model. is of considerable concern. It is precisely to improve the

its fidelity that the baro error model is revised as described In the next section.

3.3.2~ Revised Baro-Affitude Model. The single baro, state Included lit the Litton

error model Is adequate to represent oneC of the major sources of baro altitude error. Its

relevan~t equations and parameters are exactly as 4howit hi Equation (3.8). Howvever, other

baro*-aitimeter error hourcoss are present and shoutld b~e modeled in a high-fidelity truth

model.

Another significant source of error hi the barui-aitimeter which must be taken Into

account Is the error due to instrument bias. This error source is well modeled as a randomn

constant whose Initial one o- value Is chosen to be 15 feet in this study. The choice is based
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on a baro-altimeter moOv.cr r:tained in [34).

Another significai -,z i-',trce Included In the revised model Is the scale factor error

Inherent in baro a~ltimneters. This error In a multiplicative combination of aircraft altitude

and the random constant scale factor state as shown below. The Initial one & value for the

scale factor state Is 0.01 (34]. Although the error contribution for this state 13 negligible

at low altitudes, It can be significant source of error at higher altitudes.

Tha last error state In the revised baro-altimeter model Is the first order lag which

sums and filters the previously described errors. The output of thils state represents the

total, lagged baro-altimater error 6hij. It Is shown along with the other revised baro model

states in Figure 3.4,

out 1vtt
UtkvLaf Norta ?Z*II Doris Vat X24 zhro).Wa.oials

Figure 3.4. Revi rsed Baro-Atirete ro oe

Then arevsd- aoaltlmeter m odel•:,:t~ le shwiiniur .4i[ncrortdinoth,

modele It occpe state s 23,1 24,. 2,Andt26 gh the erro cotaibteo ecor ahs shown in Appelixil

238

Th eolis errotr qrt tn the4 rev 3e bL-atgee mo e XO- th 0i s r e a h

II

Figure 3.4. Revised Baro-Altimeter Error Model

The revised baro-altimeter model shown In Figure 3.4 Is Inzcorporated into the NRS

model. It occupies states 23, 24, 25, and 26 In the NR.S state vector as shown In Appendix
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4
A. State 23 Is the total baro.altimeter error, 6h,.. State 24 I1 the correirted linro allllttle

error, state 25 is the bias error state, and state 26 is the scale factor error state. The

performance and validation of the revised baro model are discussed in Chapter VI.

3.4 Simulated Fighter Flight Profile

Litton has analysed the error model for the LN-93 in several modes [20]. One

important example is performance analysis of the LN-93 when It Is "stressed" in a manner

typical of a fighter mission flight profile. In other words, when the LN-93 is subjected to

rapid acceleration, velocity, and attitude changes typical of a fighter mission flight profile,

what are the performance characteristics of the INS? In an attempt to answer this question,

the flight profile shown in Figure 3.4 Is simulated in software.

Trajectory data for the flight profile shown in Figure 3.4 are calculated using PROF-

GEN [1]. The trajectory data Include variables such as latitude, longitude, altitude, ac-

celerations, velocities, and attitude. These data are used in the MSOFE [5] simulation

as "nominal" quantities about which the truth (system) model Is relinearlized after each

integration step [22]. The extended Kalman filter Is rellnearined about Its best estimate of

the trajectory quantities.

3.5 Summary

This chapter introduces the main error model types which are generally important to

Kalman filtering and specifically important to the Litton LN-93 error model. The LN-93

error model, which consists of 93 states as provided by Litton, is introduced. Because It

has only one baro-altimeter error state, the LN-93 error model is revised to improve its

fidelity; as a result, a four-state baro-altimeter model Is used in the overall INS model.

The flight profile which is used for subseqtentt R(ittma filter evaluation Is presented and

briefly discussed.

3-9

ilk_



"I-
I I- -

wr

II 6W

4, lz

3-10



IV. Range/Range-Rate Transponder System

4.1 Introduction

The Range/Range-Rate System (RRS) Is a navigation aiding system which comprises

a significant part of CIRIS and ARS. Consequently, the RRS is used In the Navigation

Reference System (NRS) as well. Navigation Information is obtained by "interrogating"

ground transponders and subsequently processing the electromagnetic (EM) signals which

the transponders emit. The information obtained allows high quality range and range-rate

measurements to be calculated by the RUS interrogating hardware [31]. Using these range

ard range-rate measurements, refinements to the NRS position and velocity estimates are

then possible.

The dynamic error model for the RRS transponder system is contained in [31, 33].
Portions of that work are summarised in this chapter. Note that the lever-arm effect dis-

cussed in [31] Is not included in this work, Although the lever-arm effect is very important

to consider in actual hardware applications, the assumption of INS and RRS Interrogator

antenna collocation does not reduce the validity of the conclusions which may be drawn

from this work, The assumption of collocation is made in order to maintain generality

but has the advantage of reducing computational loading. For applications in which the

collocation assumption Is not valid [such as the case in which actual data are used], a

transformation must be applied to translate and rotate the RRS measurement into the

navigation frame, One such transformation matrix Is developed by Snodgrass (31]. How-

ever, the transformation matrix developed by Snodgrass [31] assumes a [N,WU] navigation

coordinate system (as used In the LN-39 INS) rather than the [E,N,U] system which is

assumed In the Litton error model for the LN -03.

Figure (4,1) depicts the addition of the lir.s t|'attsponder subsystem to the bairo.

aided INS diagram presented in Chapter IiI. This Is another step in the path toward the

full NRS model (which eventually incorporates GI'S as well).
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Figure 4.1. 3a~ro-Aided INS with RRS Transponder Aiding

44~ RRS Range 111easurements

lit CHULS (or the proposed NILS), IRRS range measurements aid In estimating posi-

tion errors of the reference INS. The RRS range measwe~ntent Is derived from the time

delay detected between the time at which the reference hardware (CIRIS or NILS) sends

an Interrogation signal and the time at which a reply fromr the transponder Is received,

This temporal differenre Is multiplied by the speed of light [and divided by two, to mccount

for the "round trip" of the eiectro-znagnetic (EM) signal] to obtain an uncorrected range

measurement, Correction factors are then applied In order to compensate for delays Intro-

duced by the propagation of EM signals through the atmosphere and to correct for errors

Introduced by equipment calibration biases [31].

Figure (4.2) shows an eiarth- user- transpon der sistemn in two dimensions. A iNljgle

transponder Is shown for clarity In this discussion. However, iix to ten transponders are

typically used during reference navigation systemn Kalman filter updating,

The true positions of the transponder and the user are shown along with the true

range R, and the (uncorrected) range measurement R1,,,., (which Is the range from the

4-2



6XT

'7, XT,

RT 1 Y

EARTH
CENTER

Figure 4.2. Two Dimensional Earth-User-Transponder System

ground transpondoer to the user, or more specifically, to the user's INS platform). It

should be noted that both the true range and the uncorrected range are collnear with

the true user and transponder positions. The vectors JX,. and 6 X,, are the transponder

and user position error vectors, respectively. The moment-arm offect between the INS and

RRS receiving antenna is not represented in the figure; It Is assumed for this discussion

that the RRS Interrogator antenna Is collocated with the INS. The (uncorrected) range

measurement as obtained from RRS is:

R RMY = R, + Mw1 ,,, + 6Rb,. + v (4.1)

where

FL,,M = RR.S range measurement, from transponder to user
E,, True range, from transponder to user
6R,,-,= P..nge error due to atmospheric delay
fRi,,. - Range error due to equipment calibration

v = zero-mean white Gaussian measurement noise
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Equation (4,1) Is a model for the range as dotermined by t.he RlAS trthl, model, It.

Includes the true range (which Is never precieely known] along with terms which reflect

sources of error and uncertainty. KRS error sources and models are discussed later,

4.3 Range Calculation Pro,,• IMN Deta

In order to formulate a difference measurement as 4iscussed in Chapter II, two sources

of range information must be obtained. The first io the lItS range measurement which is

modeled by Equation (4.1). Anothtir range Indication Im computed from the INS indicated

position aid RB.S (surveyed) positions, (Both the indicated INS positloi and transponder

surveyed position contain uncertainties which must be considered.) In this approach, the

user (INS) Indicated position Is represented by an RV vector expressed In the Litton ECEF

as:

X . ' 1/,, (4.2)

while the true RRS transponder position im represented in the Litton ECEF by:

X.i, { }, (4.3)

Then the calculated range from the user (INS) to the transponder Is given by:

R), N X% - X1 = { , { ., bicgl (4.4)

Equation (4.4) may be rewritten as:

P - ,.1. )I + (y,. - 1., )1 + (2, - z.,.)" (..)
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IT the equatln above Is "perturbed" to reflct imncertalntiles in user and trnnmpond-ri po.

iltions, then a first-order Taylor series may be written to approximate the range [3, 22].

The truncated (first-order) series Is of the form (33]:

Ri+ OR,,.,,(X.•, X,,) ,x., ). Xo,1RNX == R1 + .... Xr" x)....

+ ORIN(Xp, X) X . 6x, (4.6)

After substituting Equation (4,5) into Equation (4.6) and evaluating the partial derivatives,

the INS-derived range approximation becomes [31, 33]:

. , = A - I -01t. - ,,6,,,

+ - . , . ,. + [Y,,, .- X,9,1IRIR,.,.I]

At this point, the difference measurement may be formed as:

6 z. R r ., -- of M W.•

re., 0 r 1  11 1 h= - 8Ir - L --.- ' ' - I-[k .-I,, 1, ., I I•, •,1R I,, -,,
+ LIR ,,.. L "•'R ••, I-J ' l L I -. 6z .,'

"'r -I 1 -&V' 1" +*i + 1
116 Itlr,,,,, - [116R,,. + v (4.8)

Note that the true whole-valued range (RI) formerly present In both Individual range

measurements is cancelled in the differencing operation [3, 22]. Also note that the bracketed

coefficurits in the equation above will be prominenit Ihi the H matrix development dicuusned

in Section 4.7.

In order to form tihe difference measurement., It Imt assumed above that the INS and

transponder coordinates are expressed In the samte fraine. However, this assumption and

reality are at odds. The RRS transponder whole- valued quantities are generally expressed

in the ECEF frame (as defined by BrittIng). A simple transformation (presented In Chapter
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11) Is 1seW to express the transponder positions in the Litton EOF.P frame, Ul~totm [201

expresses the whole-valued INS position vector as a triplet (latitude, longitude, altitude]

which can be converted to the (Litton) ECEF frame by [Ill:

{etI (RN + h) to 0 sInA
Yv[(I )( I - e) + h] in Al (4.0)

(RN +h) coN0tooA J
where

0 geodetic Iatjtudo
A = terreathlal longitude
h = altitude a~bo'te the reference ellpsoid
RN = a, .1 0~~sn 1

UP earth's equatorial radius
e eccentricity of earth's ellipsoid

Although both position vectors are now (Apparently) expttissed In the same fratne, Equa-

tion (4.9) depends explicitly on the faiuct that the user position Is known In terms of latitude,

longitude, an~d altitude. The discusidon in Chapter 111. presents the LN-93 error-anoie vec-

tor [ 60.,., 50,,, 50, 1 which may be traniformed Into latitude, longitude., and altitude. The

approach is presented In detail in Section 4.6.

4.4 RRS Error-State Model Equations,

The RRS error state vector is composed of 26 elements (shown In Table A.5, Ap-

pendIx A). The RRS states occupy numbers 8,,., + I through S,,,~ + 26 in the NRS

error state model, where SMY' repreoents th e total ,uumber of states used to tnode.l the INS

subsystem In NR.S. (The variation of 5j.~,, Is dlm iosed in Chapter 6.) The first two fliS

states are simple random. constaut (biaa) states which model the effects of user hardware

[fiRS Interrogator] range and range--rate calibration, errurm, respoctively. Coupling of these

states Into the RRS ieasurement equation is premeiited in Sections 4.5 and 4.7. The error
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snite model equmtlon for these states is [311:

{ t, 0 0 N,. (4.10)

, 10 0 MItW

where

Clor range equivalent of interrogator bias
Olp = velocity equivalent of interrogator bias

The initial state estimates and covarlances for these states are [31]:

{ ( } [] (4.1L)

&nd

P,,r,h,,(to)= [ "] (4.12)0 1 0- -Ift• / ae e

While the two states discussed above apply to all RRS measurements, there exist

two sources of errors which are unique to each individual transponder. First is the error

due to ':' trausponder surveyed position uncertainty (x, y, z components in ECEF frame),

and second is the error due to atmospheric propagation delays between the user and each

individual transponder. The three position error 8ourees are well modeled by random bias

states (as discussed in Chapter I11), and the atmospheric error states are represented by

first order Markov processes (also discussed in Chapter I11). Then for each transponder,

four states are umed to define error sorces [31]:0} 0 0 0 2!,We
0 0 0 0 Y1 4 % j (4.13)
0i 0 0 0 Z, W#•

, 0J 00 ...0.'
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Tho subscript i in the equation above denotes the 011i RRS transponder and r = l00 .ee

is the RRS transponder atmospheric error state time constant. The initial conditions for

these states are [31]:

yr.,,,,(ti ) = 0 (4.14)

25ft' 0 0 0

0 25ft' 0 0

0 0 25ft'2  0

o 0 0 100(PPM) 2

and

E = 0 (4.16)

0 00 0 1

B ,, ' ,(t + 0 0 0 0 6(r) (4.17)
0 0 0 0
0 0 0 ?ZLo )

with a2,,, = 10-1, Once again, the set of equations above apply to a single transponder.

There are six such sets of equations for RRS transponders which are used In this thesis.

The error vector is specified in Appendix A,

4.5 Predicted RRS Measurement Equation

The Kalman filter combines range measurements (i] that are generated in the truth

model with its own estimate of the measurements [i] to calculate an optimal estimate of

the state vector. The Kalman filter update equation which makes use of the actual and

estimated measurements is:

F+ = - +K(i, , ) (4.18)

where

R = filtcr estimate or state vector just after measurement

F1 = filter estimate of state just before measurement
K Kalman flite,. gain matAx
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i • = incoming measurement vector
Kalman filter prediction of incoming measurement vector

When measurements are processed sequentially, the measurement vector i becomes

a series of scalar range measurements i. The Kalman filter prediction of each Incoming

measurement is also Iln the form of sequential scalar ranges measurements L. The indicated

positions of the transponder and user are modeled by:

r = x" , + 6X.r (4.19)

= x1 1 e;x,, (4.20)

where

,, -- surveyed transponder position vector
x.11 true transponder position vector
6x.,. true error in surveyed transponder position
*U indicated user position vector (LN-93)
x,= true user position vector
x,, .- true error in indicated user position

Subtracting the Kalman filter Position error estim. ., .T and 6o, from the applicable

equations yields the filter's best estimates of the transponder and user positions:

211 " I' - "X'I (4.21)

= x., 6x., - ix, (4.22)

X., + eAftior,?i,,c,'or.r (4,23)

91,: 1.- FX, (4.24)

•U •6x,. - i-x, (4.25)

X=,. + estimationerror,1  (4.26)
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Tlith Kalman filter estimate of the upcoming measurement isglvex, by'

8z Am...s - Rr (4.27)

or

-_ + (+" _ ?,) 2  - (F" -•.1, )2 -- ,itt,, - b•tr (4.28)

where

E,, P,., $.r "- filter estimate of transponder position
i•t, 91, ii filter estimate of user position

4.6 Tranaformation of User Position Error

In Section 4.3 it is asmumed that user position and position errors are known In the

ECEF frame. This section describes the transformations needed to process measurements

in the ECEF frame and update the INS position error states In error-angle space (the

LN-93 error-model space). The LN-93 Truth Model and Error Budget document [20]

states that globally valid equations which transform 60,., 60j,, and 60, to 60., 5\, and 6a

are generally quite complicated and seldom needed. For non-polar regions, the followlng

approximate transformation is used:

10 [o Btill a - 59,. cosa
6A = (60y cosa• + 60. sin a) see 0 (4.29)

fia J0, - 6A sin J
61t = 61/ (1,.30)
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The equations above may be expressed as a single matrix equation.

co1 -Ck~ $ina 0 0 60,][ G

sin asece cosa sec 0 0 66V = [ ] (4.31)

a -sinatan . cons atanq 1 0 5O0 C 1 10,
6h 0 0 0 3. 6h J8h

where C, Is the error-angle space to navigation error space transformation matrix defined

In Chapter II. If user position isexptessed in the ECEF frame as:

r f 0 J (Ri. + h) coo0sinA1

x'(' , A, a, h) Cr 0 = (RE + h) sin 0 (4.32)

1Ru + h (R,, + h)cosos0to A

(where C I, is as yet undefined, but is intiended to transform wajider azimuth vectors to

navigation frame vectors), thea user position may also be expressed as:

f(,y, z)= {) l' (4.33)

Equations (4.32) and (4.33) may be expanded in a Taylor series. Because this Is a linearized

erro'r model, It Is assumed that the higher order terms (h~o.t.'s) are negligible [3, 10, 22].
Then the series becomes x, = x,, + 6x,, and. the error vector term may be written as:

19 8 (0, A, a,h) 6 A (434

I 6h

where the user position vector Is expressed in terms o(' latitude, longitude, wander angle,

and altitude as:

Xt., A, CV, Lh (4.35)
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anid

"--(RE + h) sin 0 sinA (Rjt+ 4'h)coscosaA 0 cososinA 1
OXII (Rig + h) cog • 0 0 sin q (4.36)

-(R•,+ ±h)sin~cosA -(Rj; + h)cos.slnA 0 cosocosv

Equations (4.31), (4.34), and (4.36) are combined to obtain [11]:

L (R,, + h)60, (4.37)

where

LI, = sin acosA ± comoasinA sin4
L,, = cos a cos•.- sin a sin A sin ,fi
Li:• = 51Acoo I
L = - coo a cos
L2 = sin a cos
Lj: = sin 0
L~l I = - sinca sin A + coo a cos A sin
L:12  - com a sinA - sin a cos A sin
L::l Coll A cos 0

Rearranging the the right-hand side of Equation (4.37) results in:} E ~ (R,+'h)601 }
B = C -;, + h)60;r (4.38)

6z" 6h
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The matrix [ C" I Is the transformation matrix which converts a vector rrom tCie wauider

asimuth frame to the ECEF frame, and Is written as:

X 11 X Uj

Y = CI;' 1l (4.39)

ZV, Z11

The Individual elements of C" are given as [20]

C11  = cos a coo A - sin a sin•A sin
C = -sinacosA - cosraninAsino
G = sinA cos
C2 1  = sin a cos
C22  cos a cos
C2 3  sin 0
C:., I - sinA coso - cosA sin sina
C:1, = sin A sin a - cos A sin 0 cosa•
Q:1~ cos A coo

Then the filter estimate of the range between the user and the ground transponder isl

= (x.1. + 6x,. - .- x, (xl, 4+ c 11;), 16x", - [ C,•", ]rx,,) - 1RU,, - fRbn. (4.40)

= Rt + ERJ", I + 6R,11 , + 5Rb,,. (4,41)

where:

J(Rt,; + h)SO, (0+
6x,, -(RE' + h)60P, and 8x•, = -(R + (4.42)

bh Jh

In the truth model, the measurement Is given by:

= x,. - x,.I - •6•,,l,,, - 6 &R,. (4.43)

= R I + SR,,,,, + 6&Rb,. (4.44)

(4.45)
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'nheon the residual, formed as the difference between Equation (4.44) and (4.4il), results ihi

the true whole range magnitude being cancelled:

As = z - 2 (4.46)

where z and i are specified In Equations (4.44) and (4.41). It is the "new Information" con-

tained In the scalar residual which Is scaled by time.varylng Kalman filter Sains (discussed

In the next section) to update the filter state estimates.

4.7 Kalman Filter Gain

The Kalman filter gain matrix K(t) used in Equation (4,18) determines which of the

elements In the filter state vector are affected by measurements that are processed by the

filter, The magnitude of the "correction" to individual states at update time ii determined

by the magnitude of the elements In the K(t) matrix, The K(t) matrix Is computed prior

to measurements from the following equation:

K(t,) = P(t7)H''(t,)[H(t,)P(t- )H'1'(t1 ) + RP(t,)]- (4.47)

where the H matrix is the Jacobian gradient of the noiseless measurement vector [3] and

the P matrix is the filter-computed covariatuice at time (t-). In the case of the RitS

raijge measuremr.nts, six transponders are used to form measurements. For the purpose

of software effieivncy, the six measurements are assumed to occur cyclically at one second

intervals (as oppsed to actual hardware measurements which may occur atynchronously).

Thus, a completc RRS measurement cycle takes six seconds, with one transponder mea-

'juremeut ocruring every second,

The elements of the H matrix have prevJiosly Ieiie derived in terms of the ECEF

frame measurement equation. However, in order to ttupdate the INS error states, the coeffi-

cients which precede the 8X1, terms must be transformed back into the error-angle space

in which INS error model computations take place. Note that the difference measurement
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equation may be written In Its funsctional form whikh Is [11]:

h(iv, yto *grm, y.j., z.1.9 bReattli, fiRbr) + V (4.48)

If the expression above In written as a Taylor series In which the terms above first order

are negle~ted [1%, 22), the reui4t Is:

whee:H(-) (4.50)

and.

W. (0111 Vfh, Zt,, 01g.1 .11 ZT I 6 RC11it 6Ih,,db) (4.51)

T1he noia~ess part of 6iz Is thiforiginal. It function, The second term In Equation (4.49)

is evaluated by taking eight partial derivatives ai% indicated by Equation (4.60). Only the

non-zero partial, derivatives iAndicated by Equiation (4.50) are discussed below; mast of

the elements of thp correoipon ding H~ row will also bu zero [11) due to the fact that the

measurement''depends upon only eight' states [represented by the arguments contained lit

()above]. The non..zero elements of H are ohown lin the following row vector:

[PT ~1t Mi -1, vsfj -.,. U O

where the first three terms (after tra~nsformation back into wander azimuth cuordinates)

will affect (INS) states 1, 2, and 10. The 6Ri,,. term is the RRS "common" bias state

which affects all transponder measivrvrents atie -vprvq'nts the IIS~.,+ 1) element.. The

remaining four terms are specific to the transponder which 4s being "Interrogated" and

affect the respective M, Y9 Z, and atmn error states lit the R.RS model, As an example,

for the 98-state model presented In Chapter VI and Appendix F, these four term3 are

H(75), H(76), H(77), and H(78) for a measurement from RRS transponder number

one.
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Noting that the h(.) functlion Is linear Ih the error terms due to equipment Induced lias

and the atmospheric error, the applicable row of the H matrix may be written:

Evaluating the partial derivatives of h(.) with respect to the transponder position error

states reveals that these terms are simply the components of the unit Une-of-silght from the

user to the transponder, expresmeO in the ECEF frame [11]. The H row may be written
as:

[9A- -9L 4ýhL ULOS,I, ULOSI, ULOS, 1 1]

The following section is adapted from a development in (11], Referring to Equa-

tlon (4,49), the ftrit order term (evaluated with respect to the user position error states

tonly) may be expressed In the ECEF frame as:

H() Oh 6x (4,52)

Again, the arguments represented by (.) in the equation above are now limited to the

user position states [ w,,, yl,, za, 1. A 3-by-3 identity matrix may be inserted between the

"partial" term and the error vector without changing the result:

H(.) 6', IOh 6X" (4.53)

Now replace the Identity matrix by two direction cosine matrices [which when multiplied

together would return the Identity matrix]:

01" aUx M (4.5,1)

Evaluating the partial derivative and multiplying out the product C,!' 6xU" leaves:
U,

HO (.) 61 [ 6-ULOS.,. - ULOS,, -. IL 10111 Ci,!. 6x" ' (4.55)
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4

Ir the row vector and the DCM are multiplied togethert a row vector is obtained, Fur

convenience, the result Is defined as [ a b c]. The right half of the product can be rewritten

using the results of Equation (4.42):

(RE• + h)650

H(.) a b cl --(RE + h)60, (4,56)

8h

Finally, the expression above may be rewritten to yieldt

H(O) 6o ( -b(Rj,. + h) a(RI, + h) c] 6 0oY (4,57)

6h,

Then the first three H elements in the row are -b(Rl' + h), a(RI, + h), and c.

Equations for all other non-zero elements in H are developed above. These equations are

programmed into MSOFE for the RRS measurement model.

4,8 Transpondcr Physical Locations

The six transponders which are modeled In the NRLS composite error model are those

which are on and near Holloman AFB, NM. The locations of these transponders have been

surveyed (typically to within 5 feet in each of the 3 axes), and the coordinates are given

in Table 4.1,

Table 4.1. ItRS Transponder Locations (31]

Transponder ID Latitude Longitude Altitude
005 -3-19iT442.7:_4W_ 4339 ft
102 320 55' 58.5986" l06`t 08' 50.3339" 4074 ft
181 33" 44' 58.035" -- 106" 22' 14.630" 7932 ft
211 330 17' 55.999" - 106 31' 44.311" 8842 ft
212 320 47' 16.418" -1O05 49' 15.474" 9202 ft
216 320 42' 12.235" 106° 07' 38.907" 4481 ft
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4.0 Summary

This chapter presents tue basic concepts related to the RRS trnnsponder sytont and

Includes the RRO transponder system error model eqnfitions as well. In addition, the range

measurement model equation Is developed L, detail. The couventional difference measure-

ment approach Is presented and discussed, chiefly to point out that the method results Ill.

the whole-valued quantity being canceled In the "delta-meawurement". Finally, the calcu.

lations required to generate H matrix elements for a typical RRS range measurement are

demonstrated.
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V. Global Positioning System Model and Space Vehicle Orbit Calculations

5.1 Introduction

The Global Positioning System (GPS) is designed to be a highly accurate, stand-alone

navigetion system. However, for this research, GPS Is used as a subsystem to improve the

navigation solution of the LN-93 based NRS. In a manner somewhat reinidscent of the

RAS transponder systern discussed in Chapter IV, GPS navigation Information is obtained

from electromagnetic signal propagation through the media (space and atmosphere) be.

tween the user (NRS) and each of the space vehicles (SVs) which the user "locks" into a

reception channel of the GPS receiver. Navigation information Is obtained by receiving

GPS SV ephemeris data which are broadcast continub4sly fýom each active ("locked-on")

SV, correlating the phase of the signal with a matching signal In the GPS receiver, and

correcting for known error sources to produce a highly accurate range estimate between

the user and each SV which Is monitored. Although not used in this thesis, range.rate

information may be obtained from GPS ephetnerls in a similar manner. As In RRS, CPS

range (and, if used, range-rate) measurements make refinements to the NRS navigation

solution possible,

Figure 6.l depicts the addition of the GPS subsystem to the RRS and baro-aided

INS diagram presented In Chapter IV. This Is the final module addition and completes the

full NRS model.

A dynamic error model for the GPS system is developed in the Solomon thesis [33]

and revised in [11]. Portions of those bodies of work are summarized in this chapter.

However, substantial changes to the basic GPS model are made. In the references cited

[11, 331, a simplified GPS model was assumed. It consisted of four stationary space vehicles

(SVs) and did not perform geometry optimizathio calculations, In this thesis, a 24-SV
"optimal" constellation based on a paper by Green [121 is modeled. 'the new model includes

orbital calculations for all SVs, and simulates GPS receiver operation as well. These

enhancements are discussed in detail in subsequent sections of this chapter. As in the

case of RRS measurements, the lever-arm effect is important to consider in actual GPS

hardware applications. Once again, the lever-arm effect is avoided by assuming that the
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Figure 5.1. NRS: LN-93 INS Aided by Baro. Altimeter, RRS, and OPS

INS and the GPS antenna are collocated. The assumption of collocation is made in the

Interest of generality and NRS software efficiency. The measurement model equations for

the GPS system follow a parallel development to that of the RRS measurement model In

Chapter IV.

5. 2 GPS Range Measurements

Once again, In ARS or the proposed NRTS, GPS range measurements aid in estimating

position errors of the reference system. The GPS range measurement Is derived from

decoding ephemeris data which are broadcast continuously by each active S1. The user's

GPS receiver (now considered to be a subsystem in NRS) processes signals which are

received from the CPS SVs to determine pseudu*range between the user and the SV. The

range measurement thus obtained Is corrupted by several error sources which must be

determined and compensated.

In Its simplest form, a range measurement between a single GPS SV and the user

(In this case, NRS) may be determined as the product of propagation speed of the electro-
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Tmaiutir (EM) signal and elapsed time during sueb pr3pagation. Stated inathenlathi'ally,

the range (typically called pseudo-range due to inherent inaccuracies in the estimate) is

given by:

RP = C * (5.1)

where R,, is pseudo-range, c is the speed of light in vacuum, and t, represents the elapsed

time for transit of the SM signal.

However, two major problems exist in using this simple definition for range First,

the EM signal Is not propagated entirely in vacuum, The signal origInates In space (where

the assumption of vacuum Is acceptable), but must subsequently propagate some distance

through the earth's atmosphere as well. Naturally, the Oignal delay Introduced by atmo.

spheric propagtion must be taken Into account, Second, In order to preserve any hope of

accurately determining range, it is critical to determine the EM signal transit time with

an extremely high degree of accuracy. Recalling that light (or any EM signal) propagates

on the order of 3 x 10om/a, it Is readily apparent that even a very small error In deter-

mining the EM signal propagation time tan wreak havoc on attempts to use pseudo-range

lni•ormation to Improve the nuvigation system solution In NRIS (or any other such system),

As a consequence of the concerns above, it is imperative to develop a much higher

fidelity model for range estimation. A typical GIPS receiver models the range between the

user and space vehicles with the following equation (32j!

R,.1Y= R, + 6R,.1 + 6Rj,,,,, " 8RMm, + 6R..•j + 6Rilk + v (5.2)

where

Rs = GPS pseudo-range rneasourcwnt, from SV to umer
R, = •Tue range, from sV to iser
6R, - Range error due to codeloop error
6Rt,)p - Range error due to tropospheric delay
6Ri,,,, = Range error due to ionospheric delay
#Rs.tk Range error due to SV clock error
6RMuak = Range error due to User clock error
v = zero-mean white Gaussian measurement noise
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As In the comparable equation for RRS, the GPS pseudo-range equation above In-

cludes the true range [which can never be known exactly] along with terms which reflect

sources (f error and uncertainty Inherent to GPS range measurements. GPS error sources

and models are discusse(I later.

5.3 GPS Pseudo-Range Calculation From INS Data

As In the RRS subsystem, It Is desirable to formulate a difference measurement In the

GPS model as well. Once again, two sources of range information must be obtained. Like

the RRS case presented In Chapter IV, the first source Is the range measurement wihl 4

comes from the GPS subsystem and which is modeled by Equation (5.1). The second

range estimate is constructed by differencing INS-indicated position and SV (broadcast)

positions to calculate the range. (Note that the indicated INS position and SV position

contain uncertainties which must be considered.) In Chapter IV, the user (INS) position

is represented by an 102 vector expressed in the Litton ECEF which is repeated below for

convenience. SV position, X., is represented in like fashion.

X,1= {,} , X.{ y • (5.3)

Then user to SV pseudo-range may be calculated as:

Ott X.S,

RINS X1, - X.. = y, y (5.4)

Equation (5.4) may also be written in the equivalent fo'rm:

11 NS (= - + (Y,,. - ,)" ( Z -(.5)
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Tw~nv1dg pertourbation theory [3, 22], the equation above Is writ~ten as a first-circer Taylo~r

series to approximate the (INS derived) calculation of user to SV range. The truncated p
(to first-order) series is expressed as:

O/jIN.(X., Xj) (. .lt]N.S =' Rt + 'OXS (SXUO ' '•XS

+ ORIN'N%(X,, XU) (X ,,X,) 6X, (5.6)

When equation (5.5) is substituted into Equation (5.6) and the partial derivatives evalu-
ated, the INS-derived pseudo-range approximation becomes:

R,.,,,,.... = R,~- L --.T,,l ,. - LS j., .- [ r,,.IJR"NS

+ [!R4,N I] . , + L.T ., y.,. + [t it .6z,.. (5.7)

Now the GPS pseudo-range difference measurement is formed as:

6z .RIN - RA

_______ * 6wY,, - ____ __

+ + I. R,,] LR,,.J
- [11 6Reit [1] 6Rt.,,,, [1 liR 1,,,, - 1 { 6R& sci< - [1] 6 ,,.,,. + ,v (5.8)

As noted in the RRS case, the true whole-valued range (RI) formerly present in the

individual pseudo-range representations (R,,.. and 1?,.,) is cancelled in the differen'irng

operation. The bracketed coefficients in the eqluaiticm above will again be used in the H

matrix development discussed in a later section.

In order to form the GPS difference measurenent, it iq assumed above that the INS

and SV coordinates are expressed in the same frame. However, the assumption and realit•

5-5



I,

are at odds once again. The SV whole.-vahued quantities are generally expressed In eltiier

their uwn orbital frame or possibly In the Inertial frame (as defined by Britting [3]). In

Chapter IV, a tranusformation is presented that takes the whole-valued INS position vector

triplet [latitude, longitude, altitude] and converts it to the (Litton) ECEF frame as shown

below: I J (RN + h) cos 0 sin A

Y = [(RN)(I - e2) + h] sin• (5.9)

J,, (RN + h) coo cosA

Equation (5.9) depends on knowing the user position in terms of latitude, longi-

tude, and altitude. The discussion In Chapter III presents the LN-93 error-angle vector

[ 60.,, 6U60, ] which may be transformed into latitude, longitude, and altitude error

space. The approach for obtaining the INS position error in ECEF coordinates (from the

UL, 6A, 6h j triplet) is presented in detail in Section 4.6.

The SV positions are routinely defined In terms of orbital parameters which may

then be defined In terms of inertial space coordinates. Additionally, the "flight" of the

SVs in their orbital planes and the effect of earth rotation must be taken into account. SV

positions are (carefully) transformed to the Litton ECEF as discussed below.

Each of the 24 SVs is assigned an initial position (refer to Sections 5.8 and 5.9) based

on optimization of global GCPS coverage using the 24 SV constellation [12]. Four SVs are

assigned to each of six orbital planes; each orbital plane is Inclined at 55' with respect to

the inertial space wi, yi plane. The 5ix lines of nodes [also called longitudes of ascending

nodes or LANs] are equally spaced around the circumference of the earth.

A single (representotive) orbital plane is shown in Figure 5. The orthogonal axes [I,

1, kf] are Identical to the [zi, y,, zi] axes defined in the Britting Inertial frame discussed in

Chapter II. The LAN Is the point at which an SN' in i this orbit crosses the equator traveling

from south to north, and is represented in the figure as Vt. Additionally, the angle between

the LAN and the inertial frame axis xi is designated fl. The angular momentum vector

(h In the figure) Is normal to the orbital plane, and the angle between h and ff is called

the angle of inclinatlon and is given the symbol f3 for this document. Besides the orbital

5-6



J*1

Figure 5.2. Orbital Path for a Typical SV

plane angle of inclination (3) and the LAN angular displacement from the Mi axis (fl), It

is also necessary to know the position of each SV in its orbital path at some point In time,

say ti). If Initial conditions are known., it is a straightforward calculation to determine SV

position in the orbital plane at any time subsequent to to.

Although the figure depicts elliptical orbits, the model assumed in this research is

that of circular orbits. This assumption Is based on the optimal SV constellation described

in [12]. In the optimal constellation (which is currently being implemented in practice),

SV orbital seml-major axes are greater (26,609 km) than previous constellations, which

were on the order of 26,560 km. The net effects are (a) a more circular orbit, (b) improved

coverage, and (c) reduced ellipticity in the orbital paths. While the ell.pticity is tabularized

as zero In the Green paper [12], the actual ellipticity is non-zero, but its effect is sufficiently

small to be neglected for the purpose of this research. If later investigation proves to the

contrary, then a change to the SV orbit calculations may be made to account for ellipticity.

At this point the SV orbital model is developed.

Conhaer for a moment that each GPS SV travels in a (nearly) circular path in a

single plane, Irrespective of the orientation of that platte. In a situation such as this, the SV

position is depicted in Figure 5.3 as a function of orbital radius and an angle a. The angle
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LAN

Figure 5.3. Planar Representation of SV Orbital Path

alpha is defined (conveniently) with respect to the LAN, and Is described mathematically

as:

a(t) =- ± + (5.10)

l.Tow, define an orthogonal frame in R:3 which has its origin coincident with the orbital

plane origin shown in Figure 5.3. The new frame z,) axis is colinear with the orbital plane

LAN; the new yj, axis is 90 degrees counterclockwise from and coplanar with xu, and ziu Is

pointing out of the page. The newly defined frame is shown in Figure 5.3. Note that the

SV position as defined in this frame is still "two-dimensional," in that the Zfj component

of the SV position vector Is identically zero.

Keeping in mind that a is time-varying, the SV position in the orthogonal orbital

frame depicted in Figure 5.3 is given as-

LI", il (5.11)

ZrI , ()

Now it remains to rotate the SV position expressed in the orbital frame above into

the inertial frame, taking care to account for the orbital plane angle of inclination and
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xo LAN

Figure 5.4. Orthogonal Orbital Frame Definition

the angular displancement of the LAN from the inertial frame oj axis, Two rotations are

needed to accomplish the transformation. First, the orbital frame is rotated clockwise

about Its own x axis through an angle of 550 (the orbital plane angle of Inclination,/9).

Second, the orbital frame Is rotated counterclockwise about the z, axis ihrough an angle

equal to the original angle from the zi axis to the line of ascending nodes (LAN), (1. After

these two rotations, the orthogonal orbital frame is coincident with the Inertial frame.

Thus, an SV position vector expressed In the orthogonal orbital frame Is transformed to

the inertial frame via:

Mi cos11 --coo 0 siniait 0cosf 11 X

i = sin f( sin/ cos 0 - sin/3 cos H 1/u (5.12)

zi 0 sin/3 cos/3 X.,

where i Is the orbital plan angle of Inclination (.55"), and fl Is previously defined. Thie

result thus obtained is a step closer to getting SV position vectors In terms of ECEF

coordinates. Two more steps must be taken. First a transform from inertial space to the
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(Britling) ECEF is given by (3]: {cos(wiet) sin(wi,,t) 0
= -sin(wirt) cos(wi,•) 0 (5,13)

0 0 1

where w•, is the earth's rotation rate and t is the elapsed time since t1j. The same value

for t Is used here and in the defining equation for the SV orbital angle a. Finally, the

difference between the Britting ECEF and Litton RCEF must be taken into account to

complete the transform. Using the matrix specified in Chapter II, SV positions in Litton

ECEF terms are given by:

, = . C, - C , C", (5,14)

At last the SV position is expressed In the desired frame. However, recall that the INS

position vector above is expressed In terms of latitude, longitude, and altitude. Once again,

the INS position must be expressed in terms of its error-angle states but coordinatized in

the Litton ECEF. The approach Is identical to that explained in Chapter IV and is omitted

here.

5•.4 OPS Error-State Model Equations

The GPS error state vector Is composed of 30 elements (shown in Table A.6, Ap-

pendix A). The GPS states occupy the thirty "uppermost" states in the NRS error state

model. The first two GPS states model the user s,,t [reveiver] clock bias and drift errors,

respectively. The error state model equation for tIhes, setates is [11, 33]:

{ :1:t: [ L ] { : ,: (5.15)•l/'lk•,,0 0 W1",lk,

where
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range equivalent of user set clock bias
oe'•j~t = velocity equivalent of user set clock drift

The initial state estimates and covarlances for these states are [311:

9Utvlk,, (ttl) J [0J
and

nPtt•IA.b'r.IA"(t() = [ 9.0 X loIft ] (5.17)

Note the large uncertainties associated with thie user clock states. Until the user clock

error is determined, it in the single largest source of error In OPS range measurements,

While the two states discussed above apply to all CPS measurements, there exist five

sources of errors which are unique to each individual SV.

One error source specific to each SV is codeloop range quantization error. At the

heart of any CPS receiver exists a pair of interacting tracking loops [21]. One of these

loops, the "code tracking loop" is the source of pseudo-range estimation error which is

modeled as a first order Markov process [21] with an exponential autocorrelation function.

Other significant error sources include the tropospheric and ionspheric propagation delays.

Both of these error sources are identified and corrected to a large degree by the CPS

receiver. However the uncompensated error contribution of these error sources is still

significant. Both of these are also modeled as first order Markov processes (with different

time constants). Still other sources of error which must be Included in the GPS model are

SV clock error and SV R3' position error, each of which Is treated as a random bias state.

The reader should note the strong possibility for olbservability problems in a mudel such as

this. In this case, three position error states are Used, but the measurements provide new

Information only along the line-of-sight vector betweei| the user and SV. All error sources

discussed above which are unique to each SV are included in an error state vector shown
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below,

6Rd -1 0 0 0 0 0 0 6RAa Wii
rp 0 - 0 0 0 0 0 6R~rop wi,.o

buti

SX0, 0 0 1 0 0 0 0 Mo3 ,)

0 0 0 0 0 0 0 6RY' sk + 0

0 0 0 0 0 0 0 6MoN 0

0 0 0 0 0 0 0 6oi, 0

0 0 0 0 0 0 0 6z.• 0
(5.18)

0.25ft'2  0 0 0 0 0 0

0 1.0ft, 0 0 0 0 0

0 o 1,Oft2  0 0 0 0

= 0 0 0 25ft'2  0 0 0 (5.19)

0 0 0 0 25ft'2  0 0

0 0 0 0 0 25ft' 0

L 0 0 0 0 0 0 25/r'

and

E {w,,,,..(t)} 0 (5.20)

0.5 0 0 0 0 0 0

0 0.004 0 0 0 0 0

0 0 0.004 0 0 0 0
E (w,,,.(t)w ,.(t +)} = 0 0 0 0 0 0 0 6(r) (5.21)

0 0 0 0 0 0 0

0 0 0 0 0 0 0

L 0 0 0 0 0 0

Once again, the set of equations above apply to a single SV. There are four such Nets

of matrix equations for GPS SV errors modeled in this thesis. The error-state vector Is

completely specified in Appendix A.

5-12



XjV1.

RAO,

,,4

Xu x

EArRM
CENTER

Figure 5.5. Two-Dimensional Representation of User and SV Position Errors,

5.5 Predicted GPS Measurement Equation

The Kalman filter combines range measurements ([] that are generated in the GPS

truth model with Its own prediction of the measurements l•-) to calculate an optimal

estimate of the state vector. The general Kalman filter update equation (22] defined In

Chapter IV is repeated below:

9+ = q- + K( .- r-) (5.22)

When GPS measurements are processed sequentially, the measurement vectcor i be-

comes a series of scalar range measurements 7. The Kalman filter prediction of each

incoming measurement is also in the form of sequential scalar ranges measurements i-.

The indicated positions of the SV and user are depicted In two dimensions in Figure 5.5.

The position errors depicted In Figure 5.5 are extended into A3 space and are represented

mathematically by:

i. X= + S (5.23)

, --x, +-6x, (5.24)

where
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y = indicated SV position vector
X= true SV position vector

=xs true error In indicated SV position
F = Indicated user position vector (LN-93)
xu = true user position vector

=xu true error in indicated user position

Subtracting the Kalman filter position error estimates a' nd 6-t- from the applicable

equations yields the filter's beat estimates of the SV and user positions:

RN = .- 6x (5.25)

= x,ý + 6x,, - 6Sx% (5.26)

= x. + errorS (5.27)

•ii, t-!x. (5.28)

= x, + 6xI, - 6xI (5.29)

= xv + error,, (5.30)

The Kalman filter estimate of the upcoming measurement is given by:

6z = IN- ." (5.31)

or

. = ( - s,) .+ (i, 9j' + ( - - 5Rr- - S..rj)- .Riro,, - rR&., (5.32)

where

i11, y,,, i'll filter estimateo f user position
,, i, : filter estimate of SV position
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6.6 (7GP Me4surement Ralimation

In Section 5.3 it is assumed that user position and position errors are expressed

in the ECEF frame. This section describes the transformations needed to process CPS

measurements in the ECEF frame and update the INS position error states in error-angle

space (the LN-93 error-model space). Using the exact same approach preennted in Chapter

IV, the INS position is written as:

XWasXV Xtr

Yu } c Iý Yt (5.33)
ZUj Z(j

Consequently, the filter estimate of range from user to SV may be expressed as:

= (x~ + 6 X -6 )- (X", + [ Cr, ]6xi, - [ C" rx,)A

-ion -- ' . (5.34)

(6,36)

where:

J R,+ h6,J(R +h 1
6X' -(R + h)60., and 61, -(R,1 + h)R7,. (5.36)

6h J-
In the truth model, the measurement is given by:

Z Nil - xl 6MRC. - 6RIir)- r)i,,, - 6R.5,:k -
6 RUIA (5.37)

(5.38)

In the residual below, the true whole range niagiltudes are again cancelled:

Az = z- i (5.39)
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It In the "new Infonmatlon" contained In the scalar residual which is scaled by tline-varyliig

Kalman filter gains (discussed in the next section) to update the filter state estimates.

5.7 GPS Measurement Matrix

The observation matrix H(t) elements associated with the GPS measurements must

be obtained In order to complete the Kalman filter update process. Four GPS measure- I,

ments are assumed to occur simultaneously at 0.25Hz. Thus, a complete GPS measure-

ment cycle takes four seconds, with all four SV measurements being processed sequentially

at update times,

The GPS elements of the H matrix have previously been derived in terms of the

ECEF frame measurement equation. As demonstrated In Chapter IV, the coefficients

whicb precede the terms in the measurement difference equation are in fact the elements

of the H row for the measurement being processed. Referring to Equation (6.8), the first

three bracketed coefficients map into the user position states, the next three coefficients

map into the SV position states, and the last four (ones) map Into the remaining OPS

error states.

For example, if SVI Is used to form a GPS range measurement, coefficients 1, 2, and

3 in Equation (5.8) become elements 1, 2, and 10 in the H row. These element numbers

correspond to the R:' position errors for the user INS. Similarly, coefficlents 4, 5, and 6

in Equation (5.8) become elements 126, 127, and 128 (corresponding to the position error

states for SV number four). The remaining (unity) coefficients map into the remaining

GPS error states; continuing with SV 4 as the example, elements 122, 123, 124, and 125

In the H row are set to unity. Element 90 In the H row is utity for all four SVs because

the user clock affects all GPS measurements by the same magnitude.

5.8 9V Measurement Set Selection

Although only four SVs are used for measurements at any given time, positions for

all 24 SVs in the constellation are continuously updatcd in the truth model for simula-

tion purposes. This Is necessary in order to emulate the function of an operational GPS
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Figure. 5.. Optimal SV Set Geometry (4]

recelver, As previously noted, the GPS receiver selects the set of four SVs from al possi-

ble combinations of SVs in view to provide the best possible geometry for enhancing the

navigation nolution.

When SV and user positions are expressed in a common reference frame, the "correct"

group (or set) of four SVs must be chosen from all possible combinations of SVs in view.

The approach is to solve an Iterative algorithm (27) which determines the optimal SV set

based on geometric considerations, Ideally, the GPS receiver selects a set of SVs arranged

such that one SV is directly overhead with respect to the user; the remaining three SVs

are as low on the horizon as possible (while still permitting clear reception of their signals

by the user), and they are spaced 120 apart in azimuth as seen by the user.

However, ideal geometry is seldom (if ever) uchieved. Therefore, the goal is to deter-

mine which set of four SVs offers the beat geometric configuration avalihble at measurement

times. The algorithm used solves the problem by maxinizing the volume of a tetrahedron

defined by the intersection of unit vectors (from um-r to SV) with a hemispherical surface

above the user. The concept Is illustrated in Figure 5.6. While It is relatively simple for a

5-17



GPS receiver to determine whether or not a particular SV is in view (either the SV signal

Is present, or It is not], life is not quite so simple In the simulation environment.

Because signals from SMs must be simulated, it Is necessary to determine which

SVs are "in view" (meaning that their signal is not "masked" from the user by physical

obstructions such as the earth). Therefore, once SV and user positions are determined

in a common frame at any given time of Interest (say a measurement time t,), then the

elevation of each SV (with respect to the user) must alsu be determined. The method Is to

compute the elevation angle based on the unit line of sight vector from the user to each of

the SVs In the optimal constellation at each measurement time. If the computed elevation

angle Is greater than a predetermined mask angle (5' for this research), then the SV Is "in

view" to the user.

The optimal SV constellation Is arranged such that, depending on user position and

time, a minimum of five and a maximum of eleven SVs may be in view at any given time.

Further consider that any four SVs can form a measurement set. Then the number of

combinations from which the best set is selected at each measurement time may range from

5 to as many as 330. Obviously, in the latter case, severe computational loading can result

and "intelligent" algorithms for set selection are well worth investigation (particularly for

simulations conducted on serial processors).

5.9 SV Initial Orbital Parameters

Initial conditions (orbital parameters) for the optimal SV constellation are extracted

from [12] and are shown In Table 5.1. There are six orbital planes In the constellation;

each plane contains four SVs. As previously noted, orbital semi-major axes are 26,609

kilometers for all SVs and the orb.al period Is I I hours, 59 minutes, and 57 seconds. An

added benefit to this increased orbital radius is that. S\Vs are expected to maintain their

nominal trajectories more successfully, resulting in a lhiwer requirement for station-keeping

manuvers and a higher percentage of "In commission" time.
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Table 5.1. GPS Optimal Constellation Initial Conditions (12]

Satellite ID LAN Alpha Satellite ID LAN Alpha

01 325,730284 190.96 13 145.730284 312.30
02 325.730284 220.48 14 145.730284 340.93
03 325.730284 330.17 15 145.730284 87.06
04 325.730284 83.58 16 145.730284 209.81

05 25,730284 249.90 17 205.730284 11.90
06 25.730284 352.12 18 205.730284 110.76
07 25,730284 25.25 19 205.730284 143,88
08 25.730284 124.10 20 205.730284 246,11

09 85.730284 286.20 21 265.730284 52.42
10 85.730284 48.94 22 265.730284 165.83
11 85.730284 155.08 23 265.730284 275.52
.12 85.730284 183,71 24 265.730284 305.04

5.10 Summary

This chapter presents the basic concepts related to the GPS subsystem and introduces

the CPS dynamics error model. In addition, the OPS pseudo-range measurement model

equations are developed in detail. The conventional difference measurement approach Is

used once again. Finally, SV orbital calculations are presented along with initial conditions,

and the criteria for set selection. The approach is a considerable departure from previous

research [11, 19, 32, 33] due to the addition of a full OPS constellation in which orbits are

modeled explicitly, and because of the addition of crucial functions (PDOP calculations,

set selection, and set switching algorithms) which emulate the operation of a GPS receiver.
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VI. Results

Prior to a moderately detailed analysis of the results obtained for the considerable

number configurations tested, several items of general interest which affect most or all of

the simulations are discussed. In addition, some of the major differences between this and

previous research are highlighted.

6.1 Monte Carlo Analysis of the NRS Error Model

The research conducted in this thesis hinges on the development and employ/ment

of a system (truth model) which in mainly constructed from models for the LN-93 INS,

the RRS, and the GPS subsystems. The fact that this truth model is constructed In

software (embedded in MSOFE [5]) represents a significant extension to previous research

[31, 33] in which the truth models were not installed in the MSOFE "system" to create

an environment in which various Kalman filter designs could be tested. (Rather, previous

truth models were tested In the MSOFE covariance mode. Previous researchers used actual

data obtained from empirical sources related to CIRIS operation to drive the filter designs

contained in [31, 331.) The truth model developed In this research, along with trajectory

data generated by PROFGEN [1) and the new SV orbit calculation software, generates

measurement data as well as reference variables which are used to test the performance

of the (full.order) Kalman filter, and constitutes an environment in which a variety of

full-order and reduced-order Kalman filters may be tested against a common, high..fldelity

standard.

Several system-level configurations (presented below) are tested and analyzed In this

research, Generally, analysis of the configuration of interest consists of performing a series

of 10 alignment runs, followed by a series of 10 flight simulation runs, and observing

the stochastic time history of error-state variables of interest. (In the case of very large

dimension models with many measurement updates, fewer runs may be used, resulting

in lower confidence in the data sample statistics thus derived [22]. Specific instances are

clearly identified where they exist.)
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At the beginning of each alignment run, the truth model state vector is Initialized in

Monte Carlo fashion. each truth state is set to a random value based on the state's initial

covariance (and a random number from a pseudo-random number generator). At the end

of the alignment runs, terminal conditions for the truth and filter state vectors and the

final covariances are written to a data file. This data file Is then used to provide initial

conditions for flight runs. Thus, a true Monte Carlo fashion simulation is preserved for the

entire analysis sequence.

6.2 Feedback and Platform Alignment

As noted above, the truth model state vector elements are initially randomized in a

manner intended to represent actual error conditions which may be present in INS, RRS,

and GPS subsystems. The intention is to determine the effect of the randomization of truth

model states on the Kalman filter's ability to perform its estimation task. This (stochastic)

stress test for the Kalman filter is another major difference In this and previous research.

As a result of this stochastic stress test, an interesting (but crucial) discovery was

made concerning the truth model. Recall that the INS model consists of error states. For

instance, state number four is the error in north platform tilt, Having initialized the truth

model error states in the Monte Carlo fashion described above, the syntem Is allowed to

propagate its states for the period of the eight-minute alignment. During the alignment, the

Kalman filter is provided with measurements to improve the estimation process. However,

by the end of the alignment period, the truth model has typically developed state variables

of an inappropriately large magnitude. For example, the latitude and longitude error states

grow to the order of 20,000 feet during an eight-minute alignment.

The natural question to raise here is whether or not such behavior should be expected.

In reply, this sort of behavior might easily be tb~wrve(l lit a physical INS that Is turned onl

but NOT torqued to local level. Typically, errors of this magnitude are undesirable after

having completed an alignment. Even though the Halman filter can, with some forms of

measurement updating, maintain a reasonably good estimate of the misalignment error

states, the INS would subsequently begin a flight run (navigation mode) with large errors
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rather than with minimal errors that are seen in physical systems that are "leveled" d(Irring

the alignment process.

One might be inclined to consider that the error magnitude Is immaterial because

the interest is simply to maintain a good estimate no matter what the error magnitude

happens to be. Two counterpoints can be made to that argument. First, serious numerical

complications invariably arise when attempting to propagate tightly coupled error models

in which state values are becoming increasingly large. In such a case, numerical precision is

crucial but often Impossible because computer wordlength becomes a serious limiting factor

[22]. In addition, the linear perturbation model adequacy is placed in serious jeopardy as

error magnitudes become excessively large [26].

How can the issue be resolved? Two approaches are used successfully In this research.

First, one might choose to use feedback during the alignment process [22]. In this approach,

the Kalman filter state estimateR are fed back to the truth model. This technique has the

effect of "leveling" the platform by reducing the magnitudes of the truth model error states.

The approach does not appear to work as well using full state feedback as it does when

using only partial state feedback (i.e., only position, velocity, and tilt states are fed back).

This behavior may stem from the fact that there exists a problem with observability in

the INS error model. For instance, velocity measurements affect only the "basic" nine

error states (position, velocity, and tilts), and provide no new information to improve

the Kalman filter estimates of the remaining eighty-four states. Additionally, one must

consider that feedback of some states Is impractical due to the inability to correct errors

which may be estimated correctly but which are physically Inaccessable. As tut example,

the atmospheric error associated with RRS transponders can be estimated very well, but

one cannot change the atmospheric properties which create the error; feedback of states in

this category is not only impractical, It can actually exacerbate estlivation errors.

The second approach is to use an "impulsive reset" [221 of the truth model error

states. The first requirement is for the Kalman filter t) acquire high quality estimates of

error variables. Subsequently, instantaneous corrections are applied to the truth model

states (meaning that data registers are reset, base.d on the available feedback states). It

Is similar to the feedback approach discussed above, and differs primarily in the frequency
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so whicl, foedback is applied.

The "Impulsive reset" method Is adopted for general use In this study. Investigations

reveal that the two methuds provide comparable performance In reducing the truth model

error magnitudes, but also (not surprisingly) revealed a noticeable Improvement In soft.

ware execution time when the second approach is taken. Consequently, a single Impulsive

reset Is applied at the end of each alignment run in order to initialize flight runs with an

appropriately "level" platform. Once again, only the basic nine error states are fed back.

6.3 Performance Analysis Baseline

A complete error.state model for the Navigation Reference System (NRS) Is devel.

oped In Chapters III through V. The foundation is laid with the 93.state LN-93 RLG-based

INS model. The basic INS model contains a single baro.altimeter state which Is subse-

quently revised to improve model fidelity. Next, the RRS transponder model is added to

the INS model. The NRS model is completed with the addition of a GPS model that

Incorporates a full constellation of 24 moving space vehicles.

The results achieved from simulation and anadyses at each of the Junctures described

above are now presented, Key variables (such as position, velocity, and platform tilt errors)

are plotted for each of the test configurations. The plots are contained In Appendices C

through I. Salient features are discussed In the sections which follow.

It Is important to begin research of this type with a "baseline" to which subsequent

performance changes (resulting from changes to the model) are compared. Consequently,

the first configuration which is tested and analyzed is that of the basic LN-93 INS. The

Litton error model contains 93 states, Including a single baro-altimeter state.

The complete 93-state error model Im pirogrim,,ii, hitt the ATSVOFE, truth mndel u1sintg

Initial conditions suggested by Litton [20], and ai fhill-,rder Kalman filter is constructed

based oil the same model. The model is then test.eid I two distinct simulations. First, ail

"alignment" series (10 Monte Carlo runs) Is performed. Initial INS position Is assunied to

be 450 North latitude and 00 longitude. [These conditiots are chosen for consistency with

Litton conditions.]
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The second test series is a 10-run Monte Carlo simulation of' the expedced INS per-

formance under flight conditions. Variables from the fighter flight profile presented in

Chapter III are used as the nominal conditions about which the truth model equations

are rellnearized during the propagation cycle. The extended Kalman filter It rellnearized

about its best estimates of the trajectory variables,

This phase of the model analysis is conducted to ensure '"%; the baseline model

performs in a manner which is consistent with the performance stipulated by Litton for

the LN-93. During the alignment series, both velocity and baro altitude measurements

are provided to the Kalman filter. For the flight series, only baro altitude measurements

are used.

In referring to Appendix C.1, the reader will find several plots depicting the error

behavior of the 93.state INS during alignment. As noted previously, the LN-93 error states

are "randomized" at the start of each alignment - thus 10 different random Initial state

vectors are used to seed the 10 Monte Carlo alignment runs, The center plot trace ( ---- )

represent# the mean error time history for the indicated state. Mathematical descriptions

for data time histories are Included at the beginning of Appendix C,

The true standard deviations of the indicated mean error variable is represented by

11,,m,- The traces ... ) which bound and "track" the mean error time history represent

the mean error plus and minus (7ru,. The final pair of traces (--) represents the filter-

computed , for the error variables indicated. They are symmetrical about zero

because the Kalman filter "assumes" that Its errors are zero-mean [22). The filter-computed

error standard deviation magnitudes (o'ju•,.) may be compared to similar plots In the

Litton reference (20]. In the case of the position states (latitude, longitude, and altitude)

the comparison is excellent; the magnitudes of the aril,, plots for this research compare

very closely to the Litton results [20].

The only significant difference is In the vertical velocity error state. The magnitude

of Its a is somewhat lower here than In the Litton ductuLnent [20]. This occurs due to the

fact that Litton uses only horizontal velocity tipdates during alignment. In this research,

vertical velocity and baro-altitude measurements are used In conjunction with horizontal
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vgnilnit v' meas'irements.

Initially, vertical velocity measurements are adopted because of very large magnitude

errors (discussed previously) that developed during alignments. It is postulated that the

random inItiM condition effects could be reduced or eliminated by providing additional

measurement information. Although the referenced errors are not adequately quelled by

these additional measurements, a significant improvement in the vertical channel states

was noted (i.e., vertical velocity a decreased by about 50 percent compared to the Lit-

ton results), Consequently, vertical velocity and baro-altltude moasurements are used in

alignment runs throughout this research.

Two noteworthy features appear In the 93-state alignment plots contained in Ap-

pendix C.1, First, the latitude and longitude error time histories tend to drift away from

the expected zero-mean. This result occurs because of the lack of horizontal position in-

formation during these alignments (notice that the mean altitude error looks "reasonably"

zero~mean - a consequence of incorporating baro-altimeter measurements which is another

departure from the Litton alignment procedure).

The second feature which Is likely to catch the reader's attention is the flat-line (zero)

response of AS 1 . This is the characteristic behavior of this vertical channel aiding state

during INS alignment. This response occurs because AS.j is a function of altitude rate

(which is nominally zero during alignment), (The behavior of ASI is far more interesting

in the flight runs.)

In Appendix C.2, the reader will find the mean error and standard deviation time

histories for several LN-93 variables which result during a fighter flight simulation. Once

again, a 10-run Monte Carlo series is run for the flight simulation. Initial conditioms for

the flight rtns are those final conditions whirh rr,;ilhtd from the alignment runs described

above.

The reader may note that the horizontal and platform tilt error states (still) do not

look zero-mean. This Is again due to the lack of hior.zontal position information. [For this

series of runs, baro-altitude measurements are used to bound vertical channel errors. No

other measurements are available to improve the Kalman filter state estimates.]
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lit addltlnn to the large magnitude mean errorm, the filter-compuited errnr RtntImdrtl

deviations for many states (vertical channel excepted) are roughly twice as large as the same

quantities in the Litton document. Note that this statement does not imply that the truth

model behavior In aberrant; it means simply that the 93-state Kalman filter based on the

truth model is not performing well as a state estimator. This Is not unexpected; without

adequate measurement information, and considering the previously noted observability

isaues inherent to this problem, a Kalman filter cannot be expected to perform well, under

such highly dynamic conditions as those simulated it the fighter flight profile. However,

performance can be improved as Indicated In subsequent simulations.

Although not contained In the appendix, the 93-state truth model covariances were

plotted and compared to Litton results [20]. The excellent agreement between those results

and Litton predictions constitutes additional validation that the truth model performs in

a manner which Is consistent with expected INS performance. The reader should note

that this performance Is only achieved by using feedback during the alignment - results

are much different without feedback,

As promised, the behavior of state 13, AS.,, Is quite Interesting In the flight runs.

The mean error, true standard deviation, and filter-computed standard deviation all have

the appearance of switching on and off. This is In fact the case. Recall that AS i Is a strong

function of altitude rate. It is "on" during intervals of altitude change, and "off" during

flight segments at constant altitude. The statte values, and consequently the standard

deviation, become zero.

6.4 96-State Error Model Performance

After adding the additional baro-altitude states discussed in Chapter III, the same

sequence of testing (alignments followed by flight runt•s) is applied. The goal in this rase

is merely to assure that, by enhancing fidelity through the addition of states in the truth

model and Kalman filter, no performance degradation is induced in the vertical chan-

nel states. This step is viewed as a "quality cot.rol check" prior to making subsequent

additions of subsystem module (i.e. RRS and GPS). Comparing the alignment plots ob-

tained here to those in Appendix C.1 (93-state alignment), the reader is apt to conclude
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(Incerrectly) that the plots are identical, Closer inspection reveals tile dflfrerenees, Note

particularly the azimuth error state (Figures C.3 and D,3) and the scale differences on

the vertical velocity state (Figures C,4 and DA4), and the altitude states (Figures C.5 and

D.4).

The slight differences in the vertical states are a direct reflection of the change in the

baro-model, while the azimuth error anomaly is simply due to a difference in the initial

condition for the state which had no effect on steady state operation during alignment

runs. The additional baro states have no apparent effect on horizontal position (latitude,

longitude) errors during the alignment runs.

However, the differences are slightly more obvious in plots from flight runs for the 9g-

state model. In this case the filter-computed standard deviations match Litton predictions

quite closely. This is primarily due to using slightly increased noise magnitudes for the

Kalman filter (as opposed to the noises strengths set forth in the Litton document which

are still used In the truth model). In this research, it is determined that an experimentally

tued Kalman filter appears to achieve better altitude channel performance when a factor

of 1.2 to 1.5 Is applied to the nominal noise strength suggested by Litton.

An obvious difference is apparent in the vertical channel states (compare Figure C,11

to D.11). The large changes in the true baro-altimeter error, depicted in Figure D,.I(b),

drive similar changes in the INS altitude error, shown in Figure D.11(a).

The baro-altimeter changes stem directly from the addition of the new alimeter error

states. The most significant source of the true error is the scale factor error state which is

included in the truth model but is not included in the filter, Early investigations revealed

that the addition of this state to the filter model resulted in severe numerical difficulties

in the filter covariance progatlon carried out by lvtSOFF.

In many Inotancos, particularly during rapid alt itutde transitions, either integration

errors or negative variances (albiet extremely small magnitude) resulted. This distressing

result (negative variances are mathematical anomnalies [22J) is directly traceable t,) the

vertical channel aiding state, AS., which varies st1rongly with altitude and altitude rate.
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The result is that AS.1 behaves quite erratically during rapid altitude change or at high

altitude.

Three options are open to resolve the problem. First, greater numerical precision [i.e.

double precision variables] would likely reduce or eliminate the tendency to obtain negative

variances [25]. Unfortunately, increasing numerical precision also results in significantly

increased computational burden [22], Second, software may be written to detect negative

covariancen and (cautiously) reset thes to zero. rhis approach is also undesirable because

it introduces the posaibility of masking other problems which may be present in the Kalman

filter [25], Therefore, the third option is taken, The problematic scale factor state is

removed from the Kalman filter while leaving the truth model unchanged.

The result is plainly evident. Baro-altimeter error in the truth model depends on

scale factor error while the lalman filter omits this error source. Consequently, during

high altitude portions of the flight ruts, large estimation errors occur in the baro-altimeter

chatnnel, with attendant estimation error in the INS altitude channel. Fortunately, the

estimation error is not unacceptably "bad" and does not seriously degrade the overall

performance of the Kalman filter, as evidenced by the consistency of the horizontal position

and velocity states.

With a revised baro-altimeter model now integrated Into the truth model (although

not in the Kalman filter), the next step is to add RRS transponder aiding. In preparation

for that step, the 96-state model is re-run, This time, however, different Initial coordinates

are used for alignment and flight run initializations. Previously, initial latitude, longitude,

and altitude were set to 450 north, 00, and 0 feet respectively. For this set of runs, the initial

conditions are those of Holloman AFB. (Latitude is north 32.78*, longitude is 105.99' West,

and altitude is 4100 feet.) This change is necessary due to the fact that the actual locations

of the RRS transponders used in subsequent cOtifigu rutt i1ns are on or near lJollotnan AFrIB.

The differences between mean error time 0istnries from this (refer to Appendix E)

and the previous case (Appendix D) are generally unremarkable. Performance is very con-

sistent with that achieved previously. Once again the fller-computed mean error standard

deviations are also consistent with Litton predictions [20]. Just as in the previous case,
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latitude and longitude mean errors are not "white", due to lack of horizontal position

information.

In order to facilitate a direct comparison of the horizontal positions states between

this and subsequent configurations, Figure 6.1 is included. In Figure 6.1, latitude error

is indicated by the solid trace and longitude error is depicted by the dashed trace. The

behavior exhibited in these plots is quite comparable to latitude and longitude error plots

in the Litton LN-93 documentation [20].

6.5 72-State Error-Model

Occasionally, a step forward must be preceded by a step (or two) backward, Initially,

the RRlS transponder model (see Chnpter IV) wn s i'erossflilly added to the 96-state INS

model to form a 122-state truth model. Following that step, the GPS model (Chapter

V) was added to the INS/RitS model to form a 152 state truth model. A quick dis-

covery was made at that point. The accelerator board (referenced in Chapter 1) cannot

handle a problem of this size. Recall that with 152 states, the U - D covariance matrix

has 152(t53)/2 = 11,628 nonredundart terms which must be continuously calculated.
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Whelher because or data storage needs or executable code size requlirements for rat•doni

access memory (RAM), the accelerator board Is unable to compile and link the software

to create executable code.

This proble'.i Is pecullar to the board. This point is verified by successfully compiling

and running under a different operating system. However, in the interest of preserving

the speed advantage gained by using the accelerator board, a decision is made to reduce

the truth model and Kalman filter dimensions sufficiently to circumvent the hardware

limitations which are encountered.

References to previous work [11, 19, 31, 33] suggested that the INS states (originally

numbered 70 to 93 by Litton) are "expendable." A series of Monte Carlo alignment runs

are made to verify that these states could legitimately be eliminated without significantly

affecting the error behavior of the truth model.

The plots contained in Appendix F directly compare the performance of the reduced

truth model with the full 96-state model. In all cases the reduced-order truth model

appears to have "captured the essence" of the full-order model behavior. Minor variations

are evident in the altitude and vertical velocity states. However, the difference is mainly

an artifact of the scale. Virtually all of the difference may be attributed to the simple fact

that these results come from 10-run simulations. If more runs are used in the Monte Carlo

simulations (possibly 25 to 50 [5, 22] runs), the differences may diminish significantly.

With just 10 runs, the agreement between the two candidate truth models is generally

excellent.

As an aside, the 96-state truth model covariances which are plotted in Appendix F

may be compared to Litton results [20]. The excellent agreement between these results

and Litton predictions constitutes additional validiii i,,i that the truth model is performing

in a manner whirli is consistent with ex!)ected IN.S perd'.Urmance. The reader should note

that this performance is only achieved by using feedback during the alignment - results

are much different without feedback.

The obvious extrapolation (given the exceLlent agreement between the 96-state and

72-state models) is that the 72-state model is performing its INS emulation function with
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acdeiquate fidelity. Therefore, the 72-state model is adopted to represent; the INS error-nl.te

subsystem which is integrated Into the overall NR.S truth model. The additional states

(above the 69 Litton states which are retained) are the new baro-altimeter states.

6.6 98-State Error-Model

Combining the 26-state RRS model with the 72-state INS model produces the 98-

state model which is tested t.j determile the baseline INS/RRS performance. Appendix

G contains the mean error, mean error ±o*t,.,,., and 0 ± e!fjt,.r time history plots similar

to those shown in previous configurations. In addition to the variables that are plotted

in previous configurations, results that are representative of RRS transponder error states

are also plotted in Appendix G,

The impact of providing RRS measurements to the Kalman filter is dramatic Indeed,

An obvious improvement for the alignment simulations is evident In the horizontal position

channel estimates (refer to Figure 0.9). Latitude and longitude mean errors are now much

closer to the zero-mean predicted by Kalman filter theory, In other cases, where the mean

error is not zero-mean (i.e., the azimuth error state, Figure G.3), the result is very likely to

be due to the fact that these data are obtained from 10-run Monte Carlo simulations. For

improved statistical validity, 25 to 50 or more Monte Carlo runs are generally considered

necessary [5, 22]. Careful comparison of the vertical scales for horizontal channel states

shows that the addition of RRS transponder measurents during alignment reduces the

true- and filter-computed one sigma values by more than 50 percent. Additionally, there

are no significant biases or ramps evident in the plots.

A far more substantial effect is evident in the flight runs. With RRS transponder

measurements, horizontal position errors are rediweed from several thollsand feet (in pre-

vious configurations) to less than 40 feet duritng nil phnses of the flight. The significant

variations in the true and filter one sigma values arv clue to two sources. First, significant

transitions occur In the altitude, velocity, and tilt. states during periods of high dynamic

manuevering. Second, the aircraft range From (he transponders has an obvious effect in

horizontal position errors. Flight regimes in which the aircraft is at low altitude or It a long

distance from the transponders result in increasing positional uncertainty. When the air-
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U
crafl is high overhead with respect to the transponder pesitlons, much better estimations

are possible.

Because problems persist in the vertical channel, and with the publication of a paper

by Litton eng!neers on the topic [21, the scale factor state is (in this and subsequent

configurations) essentially eliminated from both the truth and filter models. Although

obviously an undesirable approach, the scale factor state was simply initialized to zero for

all runs. This change accounts for the improved appearance of the altitude error estimation

in the later configurations (note the improvement in the altitude channels in Appendices

0.2, H.2, and 1.2 as compared to Appendices D.2 and E.2). This step Is taken In the

interest of continuing research with minimal interference from the newly installed and

possibly Invalid [2] baro model.

In all cases, the filter appears to be reasonably well "tuned" In that the filter one

sigma values bound the mean error ±aoNP,,,, traces the majority of the time, without being

excessively conservative. [Conservative, as used here, denotes the condition in which the

magnitude of the filter computed mean error er is larger than the true a' magnitude.]

In order to facilitate a direct comparison of the horizontal positions states between

this, previous, and subsequent configurations, Figure 6.2 Is included. In Figure 6.2, latitude

error is indicated by the solid trace and longitude error is depicted by the dashed trace,

Note the significantly reduced a magnitudes in this configuration compared to Figure 6.1,

Performance is improved by roughly three orders of magnitude when compared to the INS

performance when aided by baro-altitude only.

6.7 126-State INS/RRS/GPS (NRS,) Model

In tihe final phase of integration. the GPS iiu,,d',l is added i.t the 98-mt.ate TNS/RRS

model, bringing the total number of NRS states to 128. [This number was previously

determined to be below the threshold at which I 11 acceleramor board stops cooperating.]

Two modes of testing are performed "or thi (PS addition. First the alignment and

flight runs are performed with GPS measurements; no RRS measurements are Included.

Second, the alignment and flight series are re-run using both GPS and RRS measurements.
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6•.7.1 128.State NRS Model. GFS Mleasurements Only. Rqesults from the 1O-run

, ~alignment simulation of NRtS aided by GP S (and the usual velocity and barn) measurements

' are shown In Appendix 11.1. Performance Is slightly degraded compared to the Dg-state

RRS-alded alignment (Appendix G.1). Even though the ffm. values are not substantially

different from the previous case, the filter is estimating Its own errors less effectively. The

dificulty seems to be limited to the horizontal position states. Other states appear to

be equally well-tuned as In the previous case. The fi~rst reaction may -be to adjust the

driving noises associated with the latitude and longitude states. This approach may work,

but extreme caution Is warranted. Another postulation Is that single precision numerical

operations are 1Inadequate for a problem of this type. Such may well be the case. However,

double precision calculations require a significant increase In software execution time. This

point is addressed in more detail in Chapter VIT.

Two factors must be considered. First, th~e nlim, basidc error states include error angle

states In the LN-93 model. The correlation between error angle states and navigationt

frame position errors does not facilitate the tunxing process. (Recall the position error

transformation presented In Chapter IV to obtainl I 6A, 6 L, 6h ] from the error angle vector

[ 6.,, 81, 60, ].) The hazard Is that "tuning" one of the error angle states generally affects
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nil (If tihe positlon statel - sometImes in al unkdesirable fashion, The extent or the hatalrd

goes beyond that, however. Because of the highly coupled nature of the basic nine error

states, adjusting the noise level on one state may cause adverse effects on several otherb,

Caution and patience are the only solutions to the tuning problem.

Three one-hour flight runs are performed for the 128-state NRS model (compared to

10 two-hour runs in previous cases), The execution time for a problem of this size Is a major

concern. As an example, tile 10-run Monte Carlo simtlation for the alignment runs takes

approximately 15 to 18 hours. Consider that the alignments (480 seconds each) are about

one-fifteenth as long as the flight runs. Additionally, flight trajectory data interpolation

increases flight simulation times significantly. As a result, a 10-run flight simulation series

is estimated to require a minimum of 225 hours (more than nine days) to complete on tile

fastest processor generally available at AFIT. [There is hope for the future. This issue Is

addressed again In Chapter VII.1

The reduction In flight time Is really not a serious drawback, In earlier cases, the

two-hour flight profile is used simply to facilitate direct comparlsons of the configuration

under test and the Litton reference [20], Such comparisons may just as easily be made for

one-hour flight times. The validity of this point is evident if the reader observes the error

behavior exhibited in the RRS aided INS case (Figure G.9). The maximum estimation

ernors occur at approximately 2600 seconds (during rapid, hlgh-g manuevering far from

the transponder sites), and have returned to lower magnitudes by the end of the first hour

of flight.

However, the reduction to three runs in the Monte Carlo series is cause for concern

[223. In cases such as this, confidence in the validity of the statistical data is reduced. (In

fact, 10-run series for problems of this type are considered to be marginally adequate in a

statistical sense [22].) Therefore, quantitative conipar ,•,,sns of performance based on three

runs should probably be avoided. On the other had, caeuti•us qualitative comparisons are

probably still reasonable.

With that qualification, a comparison betwmv this and the previous configuration

(preoGPS) is presented. The 3-run flight results in which GPS (but no RRS) measarements
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are used to aid the INS are shown l Appendix 11.2.

The $pneral characteristic which seems to be evident in virtually all error states (at

least those whose time histories are plotted) is that the filter-computed o magnitudes ap-

pear to 'he consistently lower for the GPS-aided INS, compared to the RRS-aided INS.

However, the true or values are somewhat larger than previously and the mean error time

histories are not satisfactorily bounded by the filter-computed o magnitudes. This result

is attributed to two factors. First, data plots are based on 3-run Monte Carlo flight sin-

ulations. Second, numerical problems which sometimes result from using single precision

versus double precision are quite possibly at fault. (This issue is also addressed further in

Chapter VII.)

It order to facilitate a direct comparison of the horizontal positions states between

this, previous, and subsequent configurations, Figure 6.3 Is Included. In Figure 6.3, latitude

error Is indicated by the solid trace and longitude errur Is depicted by the dashed trace.

Note the significantly reduced o magnitudes in this configuration compared to Figure 6.2.

In some flight regimes (notably those far from the tranponder sites, or those with depressed

elevation angles between the user and transponders) performance appears to have improved

by about one order of magnitude when compared to the INS performance achieved with

RItS aiding alone.

6.8 128-Siate INS/RRS/GPS (NRS) Model

6.8.1 128-State NRS Model: GPS and RRS Aleasurements For this configuration,

both RRS and GPS measurements are used. For the alignment simulations, t0 Monte Carlo

runs are performed. However, only a single Monte Carlo run is performed for the flight

simulation. (Therefore, extreme caution must be •xere•sed In any analytical conclusions

drawn from the flight results.)

Alignment results look quite simliar to rtitls ,,htained with either GPS or RItS

alone. The general trend is a very slight reduction hi the filter estimates of the overall

error magnitudes during the alignment phase; no remnanrkable behavior is observed.

On the other hand, flight results are not quite as optimistic. Although it is clear that
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the filter "thinks" that it Is doing a better Job of estimating the variables of interest, it Is

in fact not doing as well as it thinks. The filter, aided by both U.RS and GPS, "thinks"

that the estimation errors are smaller than they are, Its estimates of error variances are
consistent with expecLations, but are inappropriate for the situation, For all error states,

the mean error time history trace should be bounded (68 percent of the time) by the filter-

computed &. This is not the case for some states, notably those of horizontal position

errors.

The apparent difficulty in this case is attributed to two factors. First, one must

return to the issue of using single-precision versus double-precision for a problem of this
nature. Such a choice may easily account for some of the unexpected filter behavior.

Additionally, the fact that a single flight run is presented is cause for carefully considering

the data which are thus obtained. Many of the "t omprorary divergences" which occur at

various high dynamic points of the flighL regime arJ statistically "smoothed" when a larger

number of runs are used.

In order to facilitate a direct comparison of thl Kalman filter horizontal positions

states between this, previous, and subsequent configurations, Figure 6.4 is included. In
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Figure 6.4, latitude error Is Indicated by the solid trace and longitude error Is depicted by

the dashed trace. The a magnitudes in this configuration are slightly reduced compared to

Figures 6.2 and 6.3. The slight ramping effect is exacerbated by the plot scale. Although

such behavior is not consistent with theory [17), it may be explained by the small magnitude

pseudo.noises which are used In the filter model for the OPS position states. The noise

strength may be somewhat higher than necessary to preclude the filter covariances from

decreasing to sero. Experimentation with these "tuning" parameters is warranted.

After reviewing the configurations Involving CPS measurements, two conclusions are

drawn. First, GPS aiding alone appears to offer a noticeable improvement over simple

tranponder-aided INS. In several flight regimes, the GPS-aided solution Is significantly

better than that of the RRS-alded INS. This fact is a direct result of two features which

are linheent to this simulation (and which may tint itecessarily be true In general). (The

flight path extends far beyond the optimal coverage areas for the fixed transponders, and

only six transponders are used; many actual flights ume twenty or more transponders.)

Second, the true Kalman Dter estimation errors are nut adequately bounded by the filter-

computed cr (as they are in previous cases) for the simulations in which GPS ruasuremenits

are used.
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The apparent problem with the true esti..ntion errors may he Attribittd I., nit-

merical precision problems resulting from single-precision computations, The desire to

avoid double.preciuion simulations is previously discussed, However, it is possible that

this reticence resulted In loes than spectacular filter ,.erformance, As In most engineering

situations, the "trade-offs" must be carefully considered and the potential for problems

understood.

Another lmportan, conclusion which is tentatively drawn is that the configuration in

which OPS and RRS measurements are used together offers the best overall performance.

Although the true error behavior doeN not appear to be consistent with filter predictions,

simple filter tuning oi k.liý,ucrease In numerical precision may be eufficle, t to reduce or

eliminate the disparity.

6,9 Sutnmry

This chapter presents the results from a large number of configuration-dependent

Monte Carlo simulations, Each configuration is tested in both an alignment and flight

simulation. General results from each case are disiu.sed, with reference to particular plots

(contained in appendlces and distributed In the text) for emphasis of important points,

The reader is cautioned of the potential for observablilty and numerical problems which

may stem from simulations of the type conducted here.
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VII, Conclusions and Recommendations

This effort Is concluded with some thoughts on Its objectives, the degree of success

achieved, anid the potential to spawn future research. The major goals of thils research

are closely tied to the ultimate objective of providing the Central Inertial Guidance Test

Facility, Holloman AFB, NM, with a superior navigation reference system that can be used

as Mhe standard to which all other navigation systems are compared. This is a non-trivial

objective which demands the "optimal" Integration of several higldy complex systems and

which encompasses a large body of knowledge from several engineering disciplines, The

variety of dIlciplines and technologies needed to construct such a reference system success-

fully is at once exhilarating and staggering.

7.1 Baro.,4Uritneter Model

In the attempt to further the broader goal stated above, the goal of Improving tihe

baro-altlmeter portion of the LN-93 error model Is undertaken. Though innocuous at a

glance, this portion of the project turns out to be far more troublesome than anticipated,

confounds a grett deal of effort and consumes an Inordinate amount of time which would

have been better devoted to other pursuits,

It appears that this research validates a result that Litton has recently published

in a paper presented at the National Technical Meeting of the Institute of Navigation,

January 1991 [2]. In essence, the paper states that the vertical channel model Included in

the original LN-93 document was not fully evolved, and a revised model is presented.

In addition to pointing out how the new model differs from the previous Litton

model, the paper also describes a scale factor model that is totally incompatible with the

scale factor state developed in the revised barn, iuidel presented In Chapter III. Because

the vertical channel issue had already been "pitt to reft~" in this research when this fact

came to light, the model was not redesigned. Rather, the scale factor state was simply

initialhied to sero for all runs. This change acctl:'ii. Iir the Improved appearance of the

altitude error estimation lit the later configurations (note the Improvement Ilk the altitude

channels In Appendices G.2, H.2, and 1.2 as compared to Appendices D.2 and E.2). After
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"zeroing" the scale factor state, the truth and fllter modelds are again [r'freelvely] defl, lod

identically; neither includes the scale factor error model. The choice to set the scale factor

contribution to zero Is not correct; It is merely expedient to preclude interference with the

other major objectives of this work. It Is fully recognized that a more appropriate model

is required.

Consequently, revision of the baro model is both a success and a failure in terms of

thesis objectives. The baro model was indeed revised and was Implemented in the truth

model and, to a lesser extent, in the filter model. Its operational characteristics Including

the tendency toward numerical problems in the Kalman filter were identified, However,

new facts have now surfaced which indicate that the proposed model was not entirely

appropriate (2]; the result Is that the new model is revised to contain three states rather

than four.

The solution to the difficulties with the vertical channel states Is (hopefully) quite

simple. Future researchers in this area must be provided access to a current error model

for the LN-93, including the newly revised vertical channel mechanization.

7.2 GPS Model

Another goal established at the outset was to devise software to calculate SV orbital

positions for the interval of the simulated aircraft flight run. This goal is completed. In

fact, software of a general nature Is fully developed and tested to solve the SV orbital

mechanics problem for arbitrary Intervals of time, anu to find and select the best set of

SVs for performing GPS measurements In a moving vehicle (user). These achievements

repr(sent significant extensions of previous research.

7.3 T7rugh Model

The major goal of assembling and testing it high-fidelity NRS truth model which Is

embedded in MSOVE is also completed. The cmnpletv error model Is thoroughly docu-

mented and is fully operational in software. This provides an environment within which

future Kabozan filter designs may be evaluated. This achievement is another major step
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beyotnd previous research and Is particularly important because it provides an environ.

ment in which reduced-order Kalman filter designs may be tested prior to operational use

at CIGTF.

As a first stop in the future, AFIT research should focus on achieving a signifi-

cant reduction in the number of states in the Kaiman filter used to estimate NRS errors.

This step is not only important for potential operational considerations, but will also aid

tremendously by "creating space" for other enhancements to the NRS model, (One such

enhancement is differential GPS.) Additionally, state reduction in the Kalman filter is

expected to have the advantage of reducing the observability problems which have been

noted to exist in the MI-order Kalman filter. Observability analyses (see Section 7.5) will

assist in state reduction efforts,

Inherent to the state reduction process is the need to establish the adequacy of the

reduced INS truth model. (Recall that the INS truth model is reduced from 96 to 72 states

In this research.) Although a 10-run Monte Carlo series is performed to show that the 72

state model fidelity is adequate, further analysis may be warranted. It is recommended that

future researchers run the 72 state Kalman filter against the 96 state INS truth model and

examine the residuals for appropriate statistical properties [26] to establish conclusively if

the chosen state reduction Is adequate.

7.4 Monte Carlo An4alY9S

To the maximum extent possible, the requirement to determine performance char-

acteristics (via Monte Carlo analyses ) for each of the previously defined subsystem and

system level combinations has been satisfied. A series of 10-run Monte Carlo series Is per-

formed for ten of twelve configurations. In the other two cases (the largest dimensions in

the truth model and Kalman filter), a three.run s.ris is performed for qualitative analysis.

It seems fair to say that the goal is largely satkfilvd, Rlthough it cannot be claimed that

the two series which contained only three runs are, conclusive proof that NRS functions as

well as desired.
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7.5 Oppwrtunigiee for Future Reeearch

Some topics which are, necessarily, given cursory treatment In this research might

easily form the basis for extensive research In the future, One such area is that of error

budgeting [22] and optimal tuning of the NRS Kalman filter. As noted previously, tuning

a filter of the sie represented here is a formidable task. However, it is one which should be

undertaken. The major requirement is access to significantly more computational power

than that which is generally available to AFIT students. Options include the new Sun

Sparc-Stations (operating at 28 MIPS) which are expected to be "on-line" In the near

future. In addition, every effort should be made to use double-precision variables and to

perform all calculations in double.preclslon as well. Many of the numerical problems which

are evident in this research may be eliminated by using double-precision variables.

Another suggestion that goes hand-in-hand with error-budgeting Is that of Kalnan

filter state reduction. As noted in Section 6.5, a highly desirable performance characterl.

zatlon test Is to run any proposed reduced-order Kalman filter against the full order truth

model and observe the statistical properties of the residuals [26]. Investigations should

focus on determining the degree to which the residuals satisfy the properties of zero-mean,

white, Guassian statistics In order to determine the adequacy of the reduced-order model

[26].

After simulation efforts complete the Initial design and tuning of a Kalman filter,

another form of testing Is typically applied to ensure that the filter will perform well in

the job for which it was designed. Consequently, the Kalman filter should be supplied

actual data which has been collected from operational ARS or NRS hardware. The only

data of this type which has been collected to date was obtained from CIRIS using the

LN-15 or LN-39 INS. Although the system errors In the two INS models are believed to

be roughly equivalent, the effect of "driving" the IN -9)8 INS with data which is collected

from the LN-39 INS has not been verified prior to this t heals. It Is assumed that the effect

Is negligible [171. This assumption can be verified or refuted in future research.

Another area which seems Intriguing, highly vwiliable, and under developed is that

of Kalman filter state reduction techniques. In many cases, a filter construction based
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on a truth model has potential observability problenms. Generally, sucel problems can

be identified via observability analyses [22]. In fact, such analysis Is attempted An this

research but the only tool suitable for the task (MATRIXVy) is not capable of calculating

the observability Gramian matrix of the dImensions necessary for this thesis, It can be

an extremely valuable project to develop robust software which is specifically designed to

produce a high-accuracy (i.e. double-precision) observability Gratnian for high dimensional

systems such as the NRS. This would provide an extremely valuable, time-saving and cost-

saving tool to future Kalman filter designmre wb• are faced with design considorations

which necessitate system dimension reduction,

7-5
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Appendix A. NRS Error Model State Definitions

The complete NRS error model Is composed of 96 LN-93 INS error states (including

the baro-altimeter states), 26 RRS transponder states, and 30 GPS error states, for a total

of 152 states In the truth model. Naturally, there are 152 states in the fPll-order filter

model as well. The non-zero elements of the F and Q matrices of the LN-.93 error model

are presented In Appendix B.

The reader shoidd note that several errors exist in the Litton reference [20], Many

such errors are identified in [13]. Others are noted In [19],

Ai INS and Baro-altimeter Error States

Tables A.1 through A.4 describe the LN-93 error model (93 states) as defined In

the Litton LN-93 CDRL [20]. Note that three additional barometric altitude states which

were not explicitly included in the Litton model are added for a total of 96 states. A

detailed discussion on the need for and development of the additional baro-altimeter states

is included hI Chapter 3. These additional baro-altimeter states are inserted In the error

state vector sequence at numbers 24, 25, and 26, Additionally, the original state 23 eh, Is

now labeled 6hti. Consequently, INS error states which were originally numbered 24 --+ 93

are now renumbered as 27 -- 96.

A.2 RRS Transponder Error States

Table A.5 defines the RR.S transponder error states as they are modeled In the NRS,

These states are defined in and extracted from (31]. A total of 26 states are included to

model the error characteristics of six ground transponders plus Interrogator error sources.

A.3 GPS Error States

Table A.6 defines the GPS error states as they are modeled In the NRS. These

states are defined in and extracted from [11]. The definitions are believed to be ultimately

traceable to the paper by DB. Cox [6]. A total of 30 states are Included to model the error

characteristics of 4 space vehicles plus user equipment error sources.
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Table A.1. NRS System Model: INS States 1 -. 22

State 1 State Definitlon A
Ntumber Symbol __

1 60,, X-component of vector angle from true to computer framee
2 6ge Y-component of vector angle from true to computer frame
3 60, Z-component of vector angle from true to computer frame
4 0,, X-component of vector angle from true to platform frame
5 OU.. Y-component of vector angle from true to platform frame
6 0.i, Z-component of vector angle from true to platform frame
7 6VV, X-component of error in computed velocity
8 6V _ Y-component of error in (omputed velocity
9 6V, Z-component of error in computed velocity
10 Sh Error in vehicle altitude above reference ellipsoid "
11 h,,__ Error in lagged inertial altitude
12 6Us Error in vertical channel aiding state
13 6S., Error in vertical channel aiding state
14 b,,., X-component of gyro correlated drift rate
15 bye Y-component of gyro cotrelated drift rate
16 bl Z-co.nponent of gyro correlated drift rate
17 V.,, X-component of accelerometer and

velocity quantizer correlated noise
18 VU, Y-component of accelerometer and

velocity quantizer correlated noise
19 VZO Z-component of accelerometer and

velocity quantizer correlated noise
20 bg., X-component of gravity vector errors
21 6g9 Y-component of gravity vector errors
22 69= Z-component of gravity verctor errors .
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Table A,2. NRS System Model: INS Slates 23 -- 50

DState" State.1 DeRitionSN~ui.,ber LSynmbol , . ..

23 .4.1' Total baro-altimetr .correlated errorS...:24' :O "h,; B,.aro-4tiqeter Col'lelate'd noisý'ortor

25,, 6hb B altimeter blao error
'26 ,6h.] BifOallmeteT,-,scalh. factor errri6. " _ _.

27 b",_ ... X-compo ent of gyro trnd -

28 but Y-compon~et of gyro trend- .
29 bl Z-Oompoaeht ofgyrotre 4 . _ _ _...30 ' .iV'';. X-CIonmppnent Of acceler'ometer 'trend

.31 v Y~componeat~of accelerometer trend
. -i • " '•*t Z-componea~t of actelerometer trend

33F b1 --oio~n W gyf'o drift rate repeamity
33 b,____ ___________ ability

34 _by Y_-_oponent of gyro drift rate repeatability
35 b, •copopent of gyro drift rate repeatability
36 S. X-component o gyro scale factor error
37 S Y_ Y-component of gyro scale factor error
38 Z-component of gyro scale factor error
39 xt X gyro misalignment about Y-axis
40 X2 Y gyro misalignment about X-axis
41 x:1 Z gyro misalignment about X-axis
42 z,• X gyro misalignment about Z-axis
43 V2  Y gyro misalignment about Z-axis
44 Ma Z gyro misalignment about Y-axis

P 45 D;,.-g X gyro scale factor non-linearlty
4 46 Duuy Y gyro scale factor non-lineawity
47 Dz,. Z gyro scale factor non-linearity
48 Sql,, X gyro scale factor asymmetry error
49 SQI, Y gyro scale fact.ar asymmetry error
50 Sq, Z gyro scale factor asymmetry error
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Table A.3. NRS System Modeli INS States 51 -• 72

state State Deflaition
I[Number SymbolIV,. X-comnponent of accelerometer bias repeatability

52 Vb6 Y-component of accelerometer bias repeatability
53 V, Z-component of accelerometer bias repeatability
54" S,, X-.component .of accelerometer and velocity

-., ,auntizer scale factor error
55 S.y, Y-component of accelerometer and velocity

qumntizer scale factor error ",
56 S4, Z.component of accelerometer and velocity

quantiser scale factor error ,'
57 SQ•,i X-component of accelerometer and veloci-y

quant1per scale factor asymmetry
58 SQ..I, Y-component of accelerometer and velocity

"__"__ quafttizer Scale factor asymmetry
59 Sq..I, Z-component of accelerometer and velocity

quantizer scale factor asymmetry
60 fX Coefficient of error proportional to squate

of measured acceleration
61 fy V Coefficient of error proportional to square

of measured acceleration
62 f, Coefficient of error proportional to square

of measured acceleration
63 f.,.L Coefficient of error proportional to products of acceleration

along and orthogonal to accelerometer sensitive axis
64 f. Coefficient of error proportional to products of acceleration

along and orthogonal to accelerometer sensitive axis
65 fq, Coefficient of error proportional to products of acceleration

along and orthogonal to accelerometer sensitive axis
66 fy, Coefficient of error proportional to products of acceleration

along and orthogonal to accelerometer sensitive axis
67 /, Coefficient of error proportional to products of acceleration'

along and orthogonal to accelerometer sensitive axis
68 ... Coefficient of error proportional to products of acceleration

along and orthogonal to accelerometer sensitive axis
69 Pi X accelerometer mlsalignment about Z-axis
70 /A Y accelerometer misalignment about Z-axis
71 P1 Z accelerometer misalignment about Y-axis
72 tuj1 Z-accelerometer misalignment about X-axis
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Table A.4. NRS System Model: INS States 73 - 96

[State State Definition
,Number Symbol

73 V0 X-component of accelerometer bias
thermal transient

74 Vvl Y-component of accelerometer bias
thermal transient

75 Vq Z-component of accelerometer bias
thermal transient

76 b,,q X-component of initial gyro drift rate
bias thermal transient

77 b, Y-component of initial gyro drift rate
bias thermal transient

78 b~ i Z-component of Initial gyro drift rate
bias thermal transient

79 p•,T, X gyro compliance term
80 .F,,M X gyro compliance term
81 Fi,,, X gyro compliance term
82 _F,__ X gyro compliance term

..83 Fý. X gyro compliance term
84 F1 ,5 , X gyro compliance term
85 F11,. Y gyro compliance term

86 Full Y gyro compliance term
87 Fyl Y gyro compliance term
88 FX,, Y gyro compliance term
89 Fu•,•, Y gyro compliance term
90 _Fmu Y gyro compliance term
91 F',v Z gyro compliance term
92 &., Z gyro compliance term ....
93 F•.... Z gyro compliance term
94 F, us. Z gyro compliance term
96 F uu I Z gyro compliance term
96 F, Z gyro compliance term
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Table A.5. NRS System Model: RRS Error States

Number Symbol [NOTI : $1Ns,= Total INS StateS]

SINS$ l + I i . ,n orror'due to equipment bias
SINS + "V oci ty rror du to eq ppment bias
SINS, + 3 OPri. Transponder 1 x-component of position error
SINS + 4 6 r1,, Transponder 1 y-component of position error
SINS + 5 ri.- Transponder 1 s-component of position error
SINS + 6 O5rI, Transponder 1 range error due to atm propagation
SINS + 7 Prg Trnsponder 2 x-corponent of position error
SINS + 8 OP*%, Transponder 2 y-component of position error
SINS + 9 6P-', Transponder 2 s-component of position error

SIN$.- + 10 _R,__',_ Transponder 2 range error due to atm propagation
S1Ns + 11 8Pr-:i: Transponder 3 x-component of position errorSINS. + 12 IPI,I,, Transponder 3 x-component of position' error ...
SmIS + 12 OPr%:i Transponder 3 y-component of position error
SINS. + 13 6RT3 Transponder 3 s-component of position error
SINS, + 14 WRt' , Transponder 4 range error due to atm propagation
SINS, + 15 _Pr,,, Transponder 4 x-component of position error
SINq, + 16 #Pl,.j, Transponder 4 y-component of position error
SINS + 17 8 Pl., Transponder 4 r-component of position error

sI' + 18 i!,,, 1  Ta-nsponder 5 range e of du siton rpror
SIS + 20. 19 _PI,5 Transponder 5 x-component of position error
SINS + 20 6Prn. Transponder 5 y-component of position error

SINS + 21 #P1,5. Transponder 5 s-component of position error
SINS + 22 6RT Transponder 5 range error due to atm propagation
SINS + 23 6P-, Transponder 6 x-component of position error
SINS + 24 0r fj, Transponder 6 y-component of position error
SINS,, + 25 #•,ru, Transponder 6 z.xrmpotent of position error
SINS + 26 6RI', Transponder 6 ratige error due to atm propagation
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Table A.6. NRS System Model: GPS Error States

State state 1 lnrlZW
Number Symbol J[NOTE: Suns = Total RRS State.]

$NS + + IS• " _. User clock bias
SNrivs + Sitg + 2 IDrgk. User clock drift
SIlvs + SHRs + 3 6,,, sY I code loop error
Sim!s + Suins + 4 B1Yrgs, SV I tro•ospheric error
SINS + Stls + 5 6X ... SV I Ionospheric error
SINS + Slis + 6 iRok"', SV I clock error
Sis + Slims + 7 oil SV I X-component of position error

SINs + S1ifmst + 8 •ii, SV 1 y.component of position error

Slvs + Stins + 9. is., SV I sycomponent of position error
SINS + SURs + 10 6R,-i,•m,) SV 2 code loop error
SIN+s ts s+ it 6R8,,o SV 2 tropospheric error
SINS + Slats + 12 6 1 Wl, SVi2 ioniospheric error
S$Ns + S1UHS + 13 SV 2 clock error
StINS + Sjj,•" + 14 6e., SV 2 x-component of position error
SINS + Silts + 15 Oy.,,, SV 2 y-component of position error
SINS + Sitiis + 16 6S., SV 2 s-component of position error
SINS + SIMs + 17 6RI.,I,_ SV 3 code loop error

SlIns + Smts + 18 6R• 4 1 , SV 3 tropospheric error
SIFVs + Stilts + 19 ORjo,,, SV 3 ionospheric error
Sivs +\uits + 20 : SV 3 clock error
SINS + Swis + 21 -6.,,w SV 3 x-component of position error
$SIrs + SltsS + 22 SV 3 y.component of position error
ISINS + Sitis" + 23 6s.,,j SV 3 s-component of position error

SINS + Stilts + 24 MR.,wp, SV 4 code loop error

SINS + Swis + 25 6Ru.y,4  SV 4 tropospheric error
SINS + Stilts + 26 6R:.,,t SV 4 ionospheric error
SINS + SUSs + 27 Rk BV 4 clock error
SINS + Stilts + 28 0,11.1 I ,V 4 x.coniwlunent of position error

SINS.+., Stilts '+ 29 6Y1'., SV 4 y-component of position error

$LSINS + S•ilts + 30 6z,,I SV 4 z-co.klponent of position error
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Appendix B. Litton LN-93 Error-State Model Dynamics Matrim

The LN-93 error-state dynamics matrix (F) as provided by Litton is a 93-by-93

array that contains a large number of elements that are identically sero, Litton partitions

the F matrix into thirty-six subarrays [20] reflecting the logical divisions of error sources

discussed in Chapter III.

The reader should note that only the NON-ZERO elements are included in the tables

which follow, and should further note that the revised baro-altimeter model states are NOT

Included In this set of ORIGINAL F matrix elements extracted from the Litton document

[20].

A notational convention [13] is to label elements of the Cat , sensor-to-true, matrix

as C~j where i is the row and j is the column In the transformation matrix.
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Table B.1. Elements of the Dynamics Submatrix FPI (20, 13]

Element Term Element Term

1,3 -pu 1,8 M .P

2,9 3g 2,$7 __ Ci31~ Pu ,,, _,_ -ei

4,2 _., (4,3 - u
I 415 Wit, KS -Will,

(4,8 -C (5,1 .. nf
(5,3 "(6. 5,4 -_ _,, _

(,56 (5r " ,7 Clx(0,1 .- - (6,2, _ ______._

6,4 Wu,,,__ __ __ __ _ 6 -_ _ ,
71 2,A - 2Vf 1  (7,2) 2Vula

(7,3 . 2Vny (T,5) -A,
(7,6 Am (T,7) -VIC/.,
_ ,) 2A, (7,9)

_il 
2V,+nvu 8,2 2V.fn, - 2V5n

_ ,a _,__ ( , A,
1_ -A, (87f) -2n.

Ste -V.C_ ._8,_)_ p, + 2A,.
9,1) 2V41. (9,2) 2V

_ 9, -2Vunu - 2 ,,,fl,. (9 ;4,) -A,,
(9,5) A;, (9,7) pL+ 2n0 + V.Cu,
(9,8) p -- 2(1. + VuClj¢ .. (!,L) 2#,/a

(,11) - (9,12) -

(10, 1 "k, (I i3 _o_,_7_T) k -1
1,10 1 11,11 -

-12,11 k, (1 2,13) -4
"- 13,10 ~ _______. , 1~ ______

-~13,3 - k,- I__ ___
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Table B.2. Eletnents of the Dynamics Submatril P12 120, 18]

Terin Element ITerm ~]Eement Term

CO1  4,25~ CuIt -4,25sr 
I

5,14 C21__ 5,1j C12 J5,16) W

Q1- :1  Ow5 Cl 6,10 .-I"
4124 1CQ1t (6,25) Out 0126 _____t

-LI - C1 (7,18 C, V0 11 13
-L2 _ 1 41,27) Clut 7,2 CI2t

7,29 cl~,t 817~ C21 811 C22
8$19 6F Stu21 1 -8127 C21 t
ý8,28 _ Ct (8129 C2:j -91 Q-11
(9,18 Qw ( 9,19 U-1:1 _ 9,22 1

- 9,2 F3- 9,27 C31t 9,28 Q12i
( 9,29, ( 10,23) J, 12,23) -k3,

Table BA Elements of the Dynamics SubmatrIx F 1:, (20, 13]

o lement Tem __ _ _Element] Term
(4t30 - C1F 4,31 _ C12  ~ 4,32) 0 ___:1_

-- (4,33)- C1 I ib 4,34 - C12Wiu,~ 4,35) _C1wb

4,39 4937w ______,3) nwt"
(4,59)__ -C w- ,4) C2o 4,41 - C 3wjj,

(44) C i, ,3 OCFA-b2 10,1 4,44) 0.1-CrIwt,IC

5,30) __ 1____1) C22 (5,32) __ 2__ _1

5,~33, C2 I iWO,b 5t34j C2'wib, M,35 ____________

5136~8 C2 I wib 5,3TW) - -C1'JW.b, (5138 c2pwibk
5,3___ ICIWo~b M40 -2b (5,41 -2ii

%5,2, 1wit, (,4) C-rwit --(,44 ____~j

M415 O.C-jiwb 5,46)0C5A7 sTh O.-5C 23[W Ill.~
(63 Q1 (63) 11 6,32) Qv:,I

(-3 -1w, (,4 Qwuw' (6,35) ~w,
(6j6 GI wb. 6,3) C-3WO, .46ý, 3 -

(,2 Ojwj. 6,43) -(07,44) ______

5,945) 053 ~ 6~ 0- Scu~y 6,47T .501:1:,iwn 1 I
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Table BA4. Element. of the Dynamics Submatrix Fu. (20, 13)

jj E lement Tem Element I Term Ij Element [Term
(7,i4) CCIT0 12  (7,50) C13

J!,5L CTi i " 2 C1 2At' (7,53) CiljAH'

"5~~7 1  A~ (T,65) C12JA'l 7,5 C1,_______

(To5) C1tA." 1po C1.u T5) MAS;
(763) C1jj'"4" 7,64 C- ,3 As__I___a

TO u x ,7 LM CuA(?6 o C1 iA 8,48) C8,4 
_ __0150 - 2 851) C2, All _852 C22A"u

(8153)_ C2Ai (8t54) C21 1 A, 1 (8155) C21A
(8,56) 1C2:1jA.HI (8957) C21 Ai" (8158) C22A;
(859 Cgt,AA*'z (tO C21AHAM (8,01) C2, AMA'

(9 ,52) C22A"A (85 C2,A"t (8164) Cj, 1IA~?

865) CmAm? j9,591 C;g:,AM" Ste --C)

19,64) C12: A9,-50 Oct~7 C~~~ 9,51 Qj CA7

( 4,52) C,1 (, 53 C33ABI (9,4)~s Q.,;; Al
(0 5 73 C.12A , 1 (9,56) C~

( 6,58) C~,,12 O (9,59) C:,,, ' I (9,6 0)5 C:,, A.,
( ,61) -QC, I,1 A' if (8,721 C.- A A

9 ,70) (3VH~" 9,61) C,,. HI~ 2 ~

AT,- A ,' 6 ' C Y



Table BA6 Elements of the Dynanike Suabmatrix FloG [209 13)

Tin e rm(~J Element Term Element[ Term

(4,79 - - 4,80 11 4,618) CI Wb w1 A. Wib
4,82) __ 2 1 wi 4,83) C 2A1 Wib. (4,84~_ C, 2A, w)bý
(4,85 12A i, 4,86) C12A Wi 4,87,x
(4,88 Cl1 IA w~il, - 4,89 C,:,A.r Wit) ( 4,90 ,:,Amwb

4,91 Co_______ 4,92 C13Ajwib. 4,93) CviAu"Wib.
5,76 C2 _"b 5,77 2144Y _____ 5,78) 21A Nib
6,79 ?~Al"wibi 5$80 C1A i 5,81) - 21 wAb.

-LI5182. Cj2A."wb _ 5,83 ____A.____ 5,04 2.wh

(5,88, - 2A'i 16g C22A,,wit,. 5,87 - 2 io
5,88 Cjxi)1 (5,89 CiaA,,. WO 5990 C2,iAxwih

-,9 -_________ - 5t92 C2,1A. WOb 5,93 C2j1A wib,

616 01Au&i b. (6,77 ,,Awi. 6,78 C1Awb

6,179 C1Alwb (6180 ______ A.__ 68 -1 ~
_6182 6jA wt , 8 0;2 ,)- , 6,84, - 3 ~Awib

6185 03 A O 6,86 CG-Aj W~ik, 6A87 - 1 i)

C-11. wa, ,9
688 ( 6,892 ___HOiif :jj wib7 C61w3 Cj ____j,

Table B.7. Elements of the Dynamics Submatrix P22 [20, 131

Element Term Element Ter-Elmn Term

14,14) 15415 ) , (16,16)____
~17 ~ 18,18 -f~ 19,19

(0,20) -0611 21,21+1 -$ (22,22)____

Table BA8 Elements of the Dynarnlcs Submatrix Fn [20, 13]

Elrement Term Element JTerm Eleiment Lerm:



B.1 Elements of the Proces Noise Matrix

The Litton document (20] includes a 93-by-93 process noise matrix (Q) for the LN-93

error model. Like the V matrix, the Q matrix Is partitioned into subarrays which corre-

spond to the error-state subvectors discussed in Chapter III. The vast majority of the

elements in Q are identically zero. Only the non-zero elements of Q are shown below.

Table B,9. Non-zero Elements of Process Noise Submatrix q(I (20, 13]

Element Term Element Term j

(4,4) .' , ' (6,5) ' Ii
I1 (6,6) o,,. F (7,7) _,_____,

[ (8,S) I (9,9) oU.

Table B.10. Non-sero Elements of Process Noise Submatrix Q2.1 [20, 13]

"~Eement Term 'Element . Term ..

(14,14) 6 (05,' a.) .
(16,16) 2fbr, (1.7,17) 2#1,1r,

-(18,18) 2frlk,- v 71-8,N-8 20v orr II
(26,20) 2#64,,6_ (2,1)t6gy6

(22,2T=206& [(23,23 20A:: iih
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Appendix C. 98-State INS Alignment and Flight Simulations

All plots contained in this and subsequcvt appendices are discussed in Chapter VI

(Results). With the exception of Appendix F, all plots contained in this and subsequent

appendices contain five traces. The innermost trace (- - - .) on each data plot is the mean

error time history for the applicable state and Is defined by [22]:

A t)= -1 N~ t~ N ~t) ~( (C.1)jt N =1

where ij(t) Is the filter-computed estimate of variable i and xt.,rI)(ti) Is the truth model

value of the same variable, at time ti, for sample j, and N is the number of time histories

lit the simulation (10 in this thesis).

In addition to the center trace, two more pairs of traces are plotted. The first pair

(represented by ... ) is symmetrically displaced about the mean and as a result follows

the "undulations" of the M,:j). The locus of these traces Is calculated from [23] fi,,(ti) :L

vPxt76 , where PE(ti) is the true error covariance at time ti, The true stai'dard deviation
is calculated from [22]:

SN

o,,,,,(t, el (t= C 2
NNIj=

where N Is the number of runs in the Monte Carlo simulatlon (10 in this thesis), and •i,(tin

Is the mean-squared value of the variable at each time of Interest (such as measurement

times).

The last pair of traces (-) represents the filter computed i U/ ,,,. values for the

same variables of Interest and wre symmetrically displaced about zero because the liter

"believes" that It is producing zero mean errors 1241. These quantities are propagated and

updated In the MSOPE [5] software using the covariance propagation equation shown in

Chapter II. These traces represent the filter's estimate of its own error.
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C. 1 ,9- S.tate Model: Alignment Using Litton Initial Conditions

The plots in this section represent results of a 10-run Monte Carlo alignment simula-

tion, In these alignments, INS aiding consists of velocity measurements plus baro-altimeter

measurements.

Note that the, plot for state 13, AS., is zero for all time during all alignment simula-

tions. This is a normal condition due to the variable's dependence on altitude rate. The

state becomes non-zero during flight runs. All other plots are discussed in Chapter VI

(Results).

The filter computed error estimates [o'/fjit,.] are compared to similar plots 'ontained

in the Litton reference documentation (20], Comparisons are qualitative only and are

intended to demonstrate trends. Such comparisons are contained in Chapter VI (Results),
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C.2 93 Slate Model: PFghter Flight Uedng Litton Initial Condition

The plots In this section represent results of a lOrun filght simulation In which a

flight profile (as described in Chapter III) Is used to characterlse the LN-93 performance

for a typical fighter mission, (A discussion of the Litton flight profile Is provided in Chapter

III.) Por this group of runs, baro-altlmeter aiding Is the only measurement used.

The purpose of this set of runs Is to establish that the software lmplemenitatlon

Is consistent witlh the Litton error model and that performance results are similar to

those obtained by Litton, Consistency In these respects does not constitute error model

validation, but does lend confidence that the software functions p Intended by Litton,

The filter computed error estimates o are compared to similar plots contained

In the Litton reference documentation [20], Comparisons are qualitative only and are

intended to demonstrate trends. Such comparisons are contained In Chapter VI (Results).
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Appendix D. 96-State INS Alignment and Flight Simulations

This appendix containa the plotv Orum two sets of 10-run Monte Carlo simulations

of the 96-state error model which incorporates the revised bafo-altimeter model. Plots

contained in this appendix are defined in exactly the same manner as discussed In Ap-

pendix C.

D.1 96-State Moade: Alignment Using Litton Initial Conditions

The plots In this section represent results of a 10-run Monte Carlo alignment simula-

tion. In these alignments, INS aiding consists of velocity measurements plus baso-altirneter

measurements. Iriltial conditions are again those chosen by Litton.

Note that the plot for state 13, AS., is zero for all time during all alignment simula-

tions. This Is a normal condition due to the variable's dependence on altitude rate. The

state becomes non-zero during flight runs. All other plots are discussed in Chapter VI

(Results).

The filter computed error estimates [fjut,.j are compared to similar plots contained

in the Litton reference documentation [20j. Comparisons are qualitative only and are

intended to demonstrate trends. Such comparisons are contained in Chapter VI (Results).
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Al Of Staet Model: Fighter Flighi Uepng Litton Initial Conditions
The plots In this sectlon represent results of a 10-run flight simulation in which a

Right profile (a described In Chapter 111) Is used to characterise the LN-g3 performance

for a typical fighter mission. For this group of runs, only baro-altimeter aiding is used,

Note, however, that a revised baro-altlmeter model is In place In the truth model (see

discussion In Chapter III), which accounts for the Increase of 3 states In the overall error

model.

Tehe purpose of this set of runs is, to establish that the software function is not

adversely affected by the addition of the new baro.-altimeter states,

The filter computed error estimates [0tt.J] are compared to similar plots contained

In the Litton reference documentation (20]. Comparlsonm are qualitative only and are

intended to demonstrate trends. Such comparisons are contained In Chapter VI (Results).
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Appendix E. 96-State INS Alignment and Flight Simulations: Part II

This appendix contains the plots from two sets of 10-run Monte Carlo simulations of

the 96-state error model which incorporates the revised baro-altimeter model. It differs

from Appendix D in that initial conditions are chosen to rrn9ect an alignment at Hollonan

AFB, NM, This step is taken in order to establish a performance baseline using the INS

with baro-aiding only. Subsequent tests with ground transponders (see Appendix F) and

GPS (see Appendix G) are compared to results from slmulati'mn In thia set.

Variables plotted in this appendix are defined In exactly the same manner as those in

Appendix C.

E. 1 96-State Model: Alignment Using Holloman Initial Conditions

The plots in this section represent results of a 10-run Monte Carlo alignment simula-

tion.. In these alignments, INS aiding censists of velocity measurements plus baro-altimeter

measurements.

Note that the plot for state 13, AS.1 is zero for all timo during all alignment simula-

tions. This is a normal condition due to the variable's dependence on altitude rate. The

state becomes non-zero during flight runs. All other plots are discussed in Chapter VI

(Results).

The filter computed error estimates laim.,. are also compared to similar plots con-

tained in the Litton reference documentation [201. Comparisons are qualitative only and

are intended to demonstrate trends. Such comparisons are contained in Chapter VI (Re-

sults).
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E.0 96-State Model: Fighter Flight Using Holloman Initial Conditions

The plots in this section represent results of a 10-run flight simulation In which a

flight profile (as described In Chapter III) is used to characteriuL the LN-93 performance

for a fighter mission originating and terminating at Holloman AFB, NM. For this group of

runs, only baro-aitimeter aiding is used.

The purpose of this set of runs is to establish that the software function for a flight

using Holloman coordinates results in performance which Is comparable to that achieved

in the Litton flight runs reported in Appendix C.

The fliter computed error estimates [ are also compared to sinilar plots con-

tained in the Litton reference documentation [20]. Comparisons are qualitative only and

are Intended to demonstrate trends. Such comparisons are contained in Chapter VI (Re.

suits).

E-8



4000

~~200

-2000

-4000 0A0040

0204006000 8000
Time (sea)
(a)

1000'

0

I 4000

0 2000 4006000 80000
Time (see)
(b

Figure E.7. Flight., 96-State Model (a) Latitude wind. (h) Longitude Error States. (Note:
lidtial conditions are those for HoiIl:nan AFB.)

Mfean Error -Ak, ___

MjjJj~eanError 171i1

E-9



20

101

WU -10

'20
0 2000 4000 6000 8000

Time (see)
(a)

30

20 ......

0 2000 4000 6000 8000
Time (see)
(b)

Figure E.8. Flight: 98-State Model (a) East Tilt anid (b) North Tilt Error States. (Note:
Initial conditions are those for Hollonimu AFB.)

... Mean Error Ah4. -M. ei

...Mean Error+

OEd



150

,............. . ......................... ..............................

60

Re .100

ISO."-150 ' , I • . . . ,
0 2000 4000 6000 8000

Time (eec)
(a)

3

S.. ......................S 1.. .. .. l. , +L ...........Joo~,*

I Im -1ll.I liiI

2 .......S-2 -

.3
0 2000 4000 6000 0000

Time (eec)

(b)

Figure EA9. Flight: 96-State Model (a) Azimuth awd (b) East Velocity Error States.
(Note: Initial conditions are those for Hollotnan AFB,)

[..ean Error= .-(M..,.- ,.,,
..... aEr

--- 0±::oll+,,

E-11



-11
3

2

". ... , I .. .. . ..... . .. . , • . , • i • 1 .. .0 ...............

-.2

0 2000 4000 6000 8000
Time ($ec)
(a)

4

2

S 0 .....eir-~~ .. .. .-....

Z -4

0 2000 4000 6000 8000
Time (eeo)
(b)

Figure E.10. Flight: 98-State Model (a) North Velocity and (b) Vertical Velocity Error
States, (Note: Initial conditions ar•, those for Holloman AFB.)

T7 Af ean Error A~

.....ý f e a E r r o r ± 1 1 -11

E- 12



ri

300

g 200 "

100 * s*..

0I
.-100

-200 r
0 2000 4000 6000 8000

Time (see)
(a)

300

. .... ... .......................

100 t.,1°.
.................................

.... .................... .., ,

-200 - -

0 2000 4000 6000 8000
Time (see)

(b)

Figure E.i.1. Flight: 96-State Model (a) INS Alt itude Error State and (b) Baro.Altimeter
Total Error. (Note: Initial conditiont| are those for Holloinan AFB.)

Mean Error .
....Mean Error ffir, .m

E--13



.02

.01

0 , •.:.... * ..�.�v ... .... .... . .
c.i

'V ..... • . .......- ..........

-.01

0 2000 4000 6000 8000
Time (see)

(a)

3.

2

S.1
-2

.4

0 2000 4000 6000 8000
Time (eec)

(b)

Figure E.12. Flight: 96-State Model (a) IS:i and (b) AS, Vertical Channel Aiding Error
States. (Note: Initial conditions are thowe for Holloman AFB.)

Aferzn Errorv:- AL . (~ 1 . 1
Mlean Err7or + ,1-1

E-14



Appendix F. 72-State Reduced INS Model Validation

This appendix contains the plots from a 10-run Monte Carlo alignment simulation of a

72-state error model which Incorporates a reduced INS model and a revised baro-altimeter

model. The 72-state truth model one sigma values obtsined during this simulation are

compared directly to the 96-state truth model one sigma values obtained during the align.

ment runs presented in Appendix E. The purpose of this comparison Is to ensure that the

72 state model adequately represents the 96 state model.

Prior to the error model reduction discussed above, truth models consisting of first

122 and finally 152 states had been programmed into MSOFE. The 122-state ver Ion

(which integrated the 96-state INS and the 26-state RRS models) was successfully com-

piled and run. Subsequently, the GPS error model was integrated Into the overall error

model, bringing the truth and Kalmt~n filter error model dimensions to 152 states each.

At that point, hardware/compiler limitations prevented compiling MSOFB to run on the

accelerator board. Inadequate random access memory (RAM) Is belleved to be the cause

of difficulty. In order to continue to use the accelerator board, the size of the problem had

to be reduced.

As a result, several of the less important states contained in the LN-93 error model are

eliminated. Certain states are chosen for elimination based on previous research [11, 19],

and validation of the selection is accomplished in a series of Monte Carlo runs which

culminate in the plots presented in this appendix.

Although 24 states have been eliminated from the INS error model, the plots con-

tained in this appendix demonstrate that no significant loss of fidelity results. In all

important states (i.e, position, platform tilts, andt velocities), the reduced system model

accurately portrays the error behavior of the full 90-state truth model,

Variables plotted in this appendix are simply the standard deviation time histories for

several truth model states of interest.
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4

F,.I 72-State Alodel: Alignmeat Using Hotloman Initial Conditions

The plots in this section represent results of a 10-run Monte Carlo alignment uirnu-lation of the reduced INS error model. In these alJinments, INS aiding consists of velocity
measurements plus baro-altimeter measurements only,

The filter computed error estimates [171ine. Are also compared to similar plots con-tained in the Litton reference documentation [20J. C'xomparisons are qualitative only andare Intended to demonstrate trends, Such comparisons are contained In Chapter VI (Re.
suits),
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Appendix G. 98-State INS-RRS Alignment and Flight Simulations

This appendix contains the plots one 10-run Monte Carlo alignment and one 5-run

Monte Carlo flight simulation of the 98-state error model which Incorporates the truncated

LN-93 INS, the revised baro-altimeter model, and RRS. Initial conditions are again chosen

to reflect an alignment at Holloman AFt, NM, This step is Important because aciual sur-

veyed positions for the RRS transponders are used In this study (the RLRS transponders are

physically located on-or near Holloman AFB), These results (using ground transponders)

are compared to results from simulations In Appendix F and Appendix H.

Variables plotted In this appendix are defined exactly In the same manner as those In Ap-

pendix C; all statistical quantities are calculated in the manner described at the beginning

of Appendix C.

G.1 98-State Model: Alignment Using Holloman, Initial Conditions

The plots in this section represent results of a 10-run Monte Carlo alignment simu-

lation. In these alignments, INS aiding consists of velocity measurements, baro-altimeter

measurements, and RRS transponder range measurements.

The purpose of this set of runs Is to establish that the software function for the

INS-RRS combination Is comparable to (or better than) that achieved In the Litton flight

runs reported in Appendices C through E,

Note that the plot for state 13, AS., I# zero for all time during all alignment simula-

tion.. This Is a normal condition due to the variable's dependence on altitude rate. The

state becomes non-zero during flight runs. All other plots are discussed in Chapter VI

(Results).

The filter computed error estimates [,apil, airv also compared to similar pluts con-

tained in the Litton reference documentation [201. Comparisons are qualitative only and

are intended to demonstrate trends. Such comparisons are contained in Chapter VI (Re-

sults).
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G.2 98-Skste Model: 'Fighter Flight /auirg Holloman Initial Conditione

The plots In this section represent results of a 10-run flight simulation in which a

flight profile (as described in Chapter III) In used to characterize the performance of the

LN-93with RRS aiding for a fighter mission originating and terminating at Holloman AFB,

NM.

The purpose of this set of runs is to establish that the software function for the

INS.RRS combination is comparable to (or better than) that achieved in the Litton flight

runs reported in Appendices C through E. For this group of runs, baro.altimeter aiding

4s used In conjunction with RRS aiding.

The filter computed error estimates fr/,•, are also compared to similar plots con-

tained in the Litton reference documentation [20]. Comparisons are qualitative only and

are intended to demonstrate trends, Such comparisons are contained in Chapter VI (Re-

suits).

G.10



20

L 10

0 ••

-20
0 2000 4000 6000 8000

Time (oee)
(I)

60

g 40

20

[20

~ 40

0 2000 4000 6000 8000
Time (see)

(b)

Figure G,9. Flight: 98-State Model (a) Latitude and (b) Longitude Error States. (Note:
Initial conditions are those for Hollotnan AFB.)

.Ijj Mean Error i1. - 4,,,
Me~j A an Err or 171-0

G-11



4

0 !- * *. *" :, • ," ,*,$ -*I'"t•"A "'*•-2

-4

0 2000 4000 6000 8000
Time (sew)

(a)

' 9

0 .... 1

Z -3

-9
0 2000 4000 8000 8000

Time (sec)

(b)

Figure G.10. Flight: 98-State Model (a) East Tilt and (b) North Tilt Error States. (Note:
Initial conditions are those for Hoilutrian AFB.)

rnjj lean Error =: , (M.,.),,,,J
M... Mean Error+ 11 1 ,,mL

G.12



180

100

0
E

-50

-100 I

0 2000 4000 6000 8000
Time (see)

-.1

0 2000 4000 6000 8000
Time (sec)
(b)

Figure GAL1 Flight: 98-State Model (a) Azinitdh and (b,) East Velocity Error .States,
(Note: Initial conditions are those for Holioman AFB.)

MenErr'or Ii-lt

G-13



.03

.06

-.03I .03 -D*
0 -.06

0 2000 4000 6000 8000
Time (sec)

(a)

.3

• .2 7

0 IF ,#.1o %',
S -.2

0 2000 4000 6000 8000
Time (6e0)

(b)

Figure G.12. Flight: 98-State Model (a) North Velocity and (b) Vertical Velocity Error
States. (Note: Initial conditions are those for Holloman AFB,)

-. _ , Mean Eor, "7.- •,.. -
Mean Error 1 011-_,,1
0-- 0I± o .•...

G.14



60

~40

20

-20-

~- -40

0 2000 4000 6000 8000

Time (sec)
(a)

60 -- -- --

40

-20 Api

R ,

-40 ____

-60 •
0 2000 4000 6000 8000

Time (eec)

(b)

Figure G.13. Flight: 98-State Model (a) INS AltItude Error State and (b) Baro-Altimeter
Total Error. (Note: Initial conditions are, those for Holloman AFB.)

Mean Error - At,. d 1
..... MeanError ff o11

G-15



.0015

.001

.0005

.0005Iv h
-.001

-.0015
0 2000 4000 6000 8000

Time (seo)
(a)

2

-2 I I• r~wN~

0 2000 4000 6000 8000
Time (sec)

(b)

Figure G.14. Flight: 98-State Model (a) AS:, and (b) AS, Vertical Channel Aiding Error
States. (Note: Initial conditions are those for Hollornan AFB,)

*---Mean Error M.- NirrI
.... Mean Error 0,

0 G.t'



VV

V6  '

0 2000 4000 8000 8000
Time (sec)
(a)

8
i; • 4

S 2 ........

•1~ ~ ~ ~..... . - . •• • ,' .... ".••,• • ... ' ' " -0
.2

0 2000 4000 0000 8000
Time (eec)

(b)

Figure G.15, Alignment: 98-State Model (a) Tramijwnder 1, X Axis Position (b)
Transponder 1, Y Axis Position Error States

G.17

IL



4

6

2 2 .. .... .. . ... . • ,.. ..... ., .. ,. ...............

N ......
"-2 ............

0 2000 4000 6000 8000
Time (see)

(-)

.4

S.2

0
II

• -.2

"-.4

0 2000 4000 6000 8000
Time (sec)

(b)

Pigure G.1O. Alignment: 98-State Model (a) Transponder 1, Z Axis Position (b)
Transponder 1, ALmospheric Propagation Error Soates

--. Mean Error Tl. - (X.

.1Mean Error
-- 0 ± lifoIrs _____

G-18



Appendix H. 128-State INS-GPS Alignment and Flight Simulations

This appendix contains the plots from a 10-run Monte Carlo alignment and a 3-

run Monte Carlo flight simulation of the 128-state error model which incorporates the

truncated LN-93 INS, the revised baxo-alitmeter model, RRS, and GPS. Initial conditions

are once again chosen for an alignment at Holloman AFB, NM. These results using GPS

measurements only are compared to results from simulations In Appendices F, G, and I,

RRS (transponder) measurements are NOT used in this configuration.

Variables plotted in this appendix are defined exactiy in the same manner as those

In Appendix C. All statistical quantities are calculated In the manner described at the

beginning of Appendix C.

H.1 128-State Model: Alignment Using Holloman Initial Conditions

The plots In this section represent results of a 10-run Monte Carlo alignment simula-

tion. In these alignments, INS aiding consists of velocity measurements, baro-altimeter

measurements, and GPS pseudo-range measurements. (RRS measurements are NOT

used.)

The purpose of this set of runs is to establish that the software function for the

INS-GPS combination is comparable to (or better than) that achieved in the Litton flight

runs reported in Appendices C through F,

Note that the plot for state 13, AS., is zero for all time during all alignment simula-

tions. This is a normal condition due to the variable's dependence on altitude rate. The

state becomes non-zero during flight runs. The GPS User clock states exhibit large mag-

nitude transients during the Initial phase or the aligntment runs. As a result, an additional

"window" is plotted on the page which follows tHie first. user clock plots. The purpose is

to demonstrate the steady state behavior of these critical error states. All other plots are

discussed In Chapter VI (Results).

The filter computed error estimates [ffd,?] are also compared to similar plots con-

tained in the Litton reference documentation [20]. Comparisons are qualitative only and
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are Ihaevded to demonstrate trends. Such comparisons are contained In Chapter VI (R,e-

sults).
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2I,• 128-State Modal: Fighter Flight Using Hollonan Initial Conditions

The plots in this section represent results of a 3-run flight simulation in which a

flight profile (as described in Chapter III) is used to characterize the performance of the

LN-93with RRS aiding for a fighter mission originating and terminating at Holloman APB,

NM.

It is well understood that a 3-run simulation has reduced statistical validity [22, 23,

24]. However, the execution time for a 1Orun simulation of this size is prohibitive. Thev..

fore, the $-run results are included for a CA UTIOUS comparison.

The purpose of this set of runs is to establish that the software function for the

INS-RRS-GPS combination Is comparable to (or better than) that achieved In the Litton

flight runs reported in Appendices C through F.

The filter computed error estimates Lu,,.] are also compared to similar plots con-

tained in the Litton reference documentation [20). Comparikons are qualitative only and

are Intended to demonstrate trends. Such comparisons are contained in Chapter VI (Re-

sults).
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Appendix I. 158-State INS.R.RS-OPS Alignment and Flight Simulations

This appendix contains the plots from a 10-run Monte Carlo alignment and a 10-

run Monte Carlo flight simulation of the 128-state error model which incorporates the

truncated LN-93 INS, the revised baro-altimeter model, RRS, and GPS. Initial conditions

are once again chosen for an alignment at Holloman AFB, NM. These results (using GPS

measurements) are compared to results from simulations in Appendix F, Appendix G, and

Appendix H.

Variables plotted In this appendix are defined exactly In the same manner as those in Ap.

pendlx C; all statistical quantities are calculated in the manner described at the beginning

of Appendix C.

I, 1*8-State Model: Alignment Using Holloman Initial Conditions

The plots In this section represent results of a 10-run Monte Carlo alignment simu-

lation. In these alignments, INS aiding consists of velocity measurements, baro-altimeter

nmeasurements, RPS transponder range measurements, and GPS pseudo-range measure-

ments.

The purpose of this set of runs Is to establish that the software function for the

INS-RRS.GPS combination Is comparable to (or better than) that achieved In the Litton

flight runs reported in Appendices C through F, In addition, results are expected to be

somewhat better than those reported In Appendix G and Appendix H.

Note that the plot for state 13, AS., Is sero for all time during all alignment simula-

tions. This is a normal condition due to the variable's dependence on altitude rate. The

state becomes non-sero during flight runs. The GPS User clock states exhibit large mag.

ultude transients during the Initial phase of the alignllmnt runs, As a result, an additional

"window" Is plotted on the page whichi follows tLit, firsi user clock plots. The purpose is

to demonstrate the steady state behavior of these critical error states. All other plots are

discussed In Chapter VI (Results),

The filter computed error estimates [u11u, ,, are also compared to similar plots con-

tained In the Litton reference documentation [20]. Comparisons are qualitative only and
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are Intended to demonstrate trends. Such comparisons are contained In Chapter VI (Re.

sults).
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1.9 iARa-s-le Mlodel: Fighter Flight Using Hollom4n Initial Conditions

The plots In this section represent results of a 10.run flight simulation in which a

flight profile (as described In Chapter III) Is used to characterise the performance of the

LN-93with RRS aiding for a fighter mission originating and terminating at Holloman AFB,

NM.

The purpose of this set of runs is to establish that the software function for the

.INS-RRS-OPS combination is comparable to (or better than) that achieved in the Litton

flight runs reported in Appendices C through P. In addition, results re expected to be

somewhat better than those reported in Appendix 0.

The filter computed error estimates [ir(apt.,.] are also compared to similar plots con-

tained In the Litton reference documentation (20]. Comparisons are qualitative only and

are Intended to demonstrate trends. Such comparisons are contained in Chapter VI (Re-

sults).
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